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#### Abstract

This paper considers Synthetic Aperture Radar and other synthetic aperture imaging systems in which a backscattered wave is measured from positions along an arbitrary (known) flight path. We assume a singlescattering model for the radar data, and we assume that the ground topography is known but not necessarily flat.

We focus on cases in which the antenna footprint is so large that the standard narrow-beam algorithms are not useful. We show that certain artifacts can be avoided if the antenna and antenna footprint avoid particular relationships with the ground topography. In this case, we give an explicit backprojection imaging algorithm that corrects for the ground topography, flight path, antenna beam pattern, source waveform, and other geometrical factors.

For the case of a non-directional antenna, the image produced by the above algorithm contains artifacts. For this case, we analyze the strength of the artifacts relative to the strength of the true image. The analysis shows that the artifacts can be somewhat suppressed by increasing the frequency, integration time, and curvature of the flight path.


Index Terms-SAR, FOPEN, nonlinear flight path

## I. Introduction

In Synthetic Aperture Radar (SAR) imaging [8] [11] [13] [15] [39], a plane or satellite carrying an antenna moves along a flight path. The antenna emits pulses of electromagnetic radiation, which scatter off the terrain, and the scattered waves are measured with the same antenna. The received signals are then used to produce an image of the terrain. (See Figure 1)

The nature of the imaging problem depends on the directivity of the antenna. We are interested particularly in the case of antennas with poor directivity, where the antenna footprint is large and standard narrow-beam imaging methods are not useful. This is typically the

[^0]

Fig. 1. Acquisition geometry for SAR with an antenna with poor directivity
case for foliage-penetrating radar [38] [39], whose low frequencies do not allow for much beam focusing.

In the case of a non-directional antenna on a straightline flight track above a flat earth, it is not possible to determine from the data whether a given reflection originated from the left or the right side of the flight track. This gives rise to an image artifact which we call an ambiguity artifact. Similar ambiguity artifacts arise in the case of curved flight paths and non-flat earth topography. One goal of this paper is to give conditions on the relationship between the antenna footprint, the flight path, and the topography for which these ambiguity artifacts do not arise.

We consider imaging algorithms based on backprojection. Such algorithms produce an image $I$ via

$$
\begin{equation*}
I(z)=\int w(z, s, t) d(s, t) d s d t \tag{1}
\end{equation*}
$$

where $d$ denotes the data, which depends on time $t$ and a flight path parameter $s$, and $w$ denotes a weighting function that will be explained in the text. This weighting function $w$ depends on factors such as the flight path and on the topography, and compensates for the antenna beam pattern, the source waveform, and other geometrical factors.

For an imaging algorithm such as (1), the image $I$ is related to the desired ground reflectivity function $V$ by

$$
\begin{equation*}
I(z)=\int K_{I}(z, x) V(x) d^{2} x \tag{2}
\end{equation*}
$$

In the case in which ambiguity artifacts can be avoided, we show that $K_{I}$ is approximately a delta function.

Consequently, the image $I$ has the property that certain features such as edges and boundaries between different materials are positioned correctly and have the correct amplitudes.

In the case when ambiguity artifacts are unavoidable, we analyze the strength of these artifacts relative to the strength of the true image. Our analysis shows that the artifacts can be suppressed to some degree by increasing the the curvature of the flight track, increasing the frequency, and increasing the integration time.

The paper is organized as follows. Section 2 introduces the mathematical model and relevant notation. Section 3.1 develops the image formation algorithm, explains how the weight $w$ should be chosen, gives conditions for avoiding ambiguity artifacts, and displays computational examples showing the importance of the correct weighting factor $w$. Section 3.2 analyzes the case in which ambiguity artifacts are unavoidable and gives examples showing how the artifact is smeared as the curvature of the flight path is increased.

The paper concludes with two appendices. The first states the stationary phase theorem, which is used repeatedly in the paper, and gives some technical details regarding one of the conditions on the relationship between the topography and the flight path. The second appendix outlines the formulas used to generate the computational examples.

The methods we use in this paper are based on microlocal analysis [12] [18] [35], which is a theory for dealing with oscillatory integrals and singularities. These microlocal methods enable us to reconstruct edges and boundaries between different materials in the scattering region [4] [3] [6] [22] [26] [29][30]. These edges and boundaries correspond mathematically to singularities in the reflectivity function; an image of these singularities gives us an image of structures such as walls and vehicles. The microlocal approach has the advantage of providing reconstruction formulas even in the case when the data are incomplete and non-ideal. In addition, these methods can accommodate the varying antenna beam patterns that arise in the cases of non-ideal antenna motion and gain, and with appropriate adjustments the same reconstruction formulas apply to both spotlightmode [9] and stripmap-mode radar [13] [15]. Microlocal reconstruction techniques have been used to advantage in the geophysics community, where they have been found to be fast and robust [4] [6].

Microlocal methods have the limitation that they can only be expected to provide a reconstruction of singularities and their strengths. However, in practice they often reduce to the exact inversion formulas that are known for idealized cases. This is the case here: our reconstruction
formula reduces to the exact inversion formula of [14] [19] [25] for the case of a perfect point source moving along a single straight flight track above a flat earth.

We use the capital letters $X$ and $Y$ for spatial variables in $\mathbf{R}^{3}$, when there is danger of confusion between twodimensional and three-dimensional vectors; the corresponding $x$ and $y$ denote the projections of $X$ and $Y$ onto $\mathbf{R}^{2}$.

## II. The Mathematical model

For SAR, the correct model is of course Maxwell's equations, but the simpler scalar wave equation is commonly used:

$$
\begin{equation*}
\left(\nabla^{2}-\frac{1}{c^{2}(X)} \partial_{t}^{2}\right) u(t, X)=0 \tag{3}
\end{equation*}
$$

where $c$ is the wave propagation speed. Each component of the electric and magnetic fields in free space satisfies (3); thus it is a good model for the propagation of electromagnetic waves in dry air.

We assume the earth's surface is located at the position given by $X=\psi(x)$, where $\psi: \mathbf{R}^{2} \rightarrow \mathbf{R}^{3}$ is known. Because electromagnetic waves are rapidly attenuated in the earth, we assume that the scattering takes place in a thin region near the surface; thus we assume that the perturbation in sound speed $c$ is of the form $c_{0}^{-2}-$ $c^{-2}(X)=V(x) \delta(X-\psi(x))$. Here $c_{0}$ is the speed of light in dry air, and $V$, the ground reflectivity function, is the quantity we wish to image.

We show in [28] that the received field at sensor location $Y$ and time $t$ can be approximated by the expression
$s(Y, t)=\int e^{-i \omega\left(t-2|\psi(x)-Y| / c_{0}\right)} W(x, Y, t, \omega) V(x) d \omega d^{2} x$,
where $\omega$ denotes the angular frequency; $W$ contains geometrical factors such as the antenna beam pattern and the $r^{-2}$ attenuation from geometrical spreading, and includes also the Fourier transform of the time-domain waveform sent to the sensor. Because this waveform is bandlimited, ultimately we reconstruct band-limited approximations to singularities rather than the actual singularities.

The idealized inverse problem is to determine $V$ from knowledge of $S$ for $t \in\left(T_{1}, T_{2}\right)$ and for $Y$ on a curve. This curve we parametrize by $\gamma:=\left\{\gamma(s): s_{\text {min }}<s<\right.$ $\left.s_{\max }\right\}$. We will write $R_{s, x}=\psi(x)-\gamma(s)$.

The abrupt ends of the curve $\gamma$ tend to cause artifacts in the image; consequently it is useful to multiply the data by a smooth taper $m(s, t)$ which is zero outside the region in $(s, t)$-space where we have data. The taper function must have an additional property: it should also
be zero on the set
$\left\{(s, t):\right.$ for some $x, t=2\left|R_{s, x}\right| / c_{0}$ and $R_{s, x} \cdot D \psi(x)=$ $0\}$, where $D \psi$ denotes the $3 \times 2$ Jacobian matrix. In other words, we must avoid local minima of the traveltime. This assumption, which for example in the flat-topography case prevents us from trying to image directly under the antenna, is needed to avoid a number of technical difficulties.

We denote the map from scene $V$ to data $d=m s$ by $F$, where

$$
\begin{align*}
d & =F[V](s, t)  \tag{5}\\
& =\int e^{-i \omega\left(t-2\left|R_{s, x}\right| / c_{0}\right)} A(x, s, t, \omega) V(x) d \omega d^{2} x
\end{align*}
$$

where $A$ includes the taper function, antenna beam pattern, the transmitted waveform, geometrical spreading factors, etc.

We need the following assumption in order to make various stationary phase calculations hold; in fact this assumption makes the "forward" operator $F$ a Fourier Integral Operator [12], [35], [18].
a) Assumption: The amplitude $A$ of (5) satisfies

$$
\begin{array}{r}
\sup _{(s, t, x) \in K}\left|\partial_{\omega}^{\alpha} \partial_{s}^{\beta} \partial_{t}^{\delta} \partial_{x_{1}}^{\rho_{1}} \partial_{x_{2}}^{\rho_{2}} A(x, s, t, \omega)\right| \\
\leq C\left(1+\omega^{2}\right)^{(2-|\alpha|) / 2} \tag{6}
\end{array}
$$

where $K$ is any compact subset of $\mathbf{R}_{s} \times \mathbf{R}_{t} \times \mathbf{R}_{x}^{2}$, and the constant $C$ depends on $K, \alpha, \beta, \delta, \rho_{1}$, and $\rho_{2}$.

This assumption is valid, for example, when the source waveform $p$ is a short pulse and the antenna is sufficiently broadband. We note that $A$ can be complex; it can thus be used to model non-ideal antenna behavior such as phase aberrations and frequency-dependent changes in the beam pattern.

## III. ImAGE FORMATION

We form the image by means of a filtered backprojection operator:

$$
\begin{equation*}
I(z):=\int Q(z, s, t, \omega) e^{i \omega\left(t-2\left|R_{s, z}\right| / c_{0}\right)} d(s, t) d \omega d s d t \tag{7}
\end{equation*}
$$

where $Q$ is determined below.
To determine $Q$, we investigate the degree to which the image $I$ faithfully reproduces features of the ground reflectivity function $V$. We will show that under favorable circumstances, singular features such as edges appear in the correct locations.

Using $d=F[V]$ in (7) results in an equation of the form (2), where

$$
\begin{array}{r}
K_{I}(z, x)=\int Q(z, s, \omega) e^{i \omega\left(t-2\left|R_{s, z}\right| / c_{0}\right)} \\
\cdot e^{-i \tilde{\omega}\left(t-2\left|R_{s, x}\right| / c_{0}\right)} A(x, s, t, \tilde{\omega}) d \tilde{\omega} d \omega d s d t \tag{8}
\end{array}
$$

The kernel $K_{I}$ is the imaging point-spread function, which, when considered as a function of the variable $z$, is the reconstructed (backprojected) image due to a delta point source located at $x$. If we had $K_{I}(z, x)=\delta(z-x)$, then the image $I$ would be perfect; we want to determine $Q$ so that $K_{I}$ comes as close as possible to being a delta function.

In (8), we perform a large- $\omega$ stationary phase calculation in the variables $\tilde{\omega}$ and $t$. (Specifically, we make the change of variables $\tilde{\omega}=\omega v$ and perform a large$\omega$ stationary phase calculation in the variables $v$ and $t$. We can apply the stationary phase theorem because repeated integration by parts in the $t$ variable shows that away from $v=1$, the integrand decays rapidly in $\omega$, so the leading large- $\omega$ behavior is determined by a compact neighborhood of $v=1$. A statement of the multi-dimensional stationary phase theorem is given in Appendix A.) After substituting the stationary phase result into (8) and (2), we obtain

$$
\begin{equation*}
I(z)=\int K(z, x) V(x) d x+E_{1}(z) \tag{9}
\end{equation*}
$$

where $E_{1}$ denotes a function smoother than the first term on the right side of (9) and

$$
\begin{align*}
K(z, x)= & 2 \pi \int e^{i 2 \omega\left(\left|R_{s, x}\right|-\left|R_{s, z}\right|\right) / c_{0}} Q(z, s, \omega) \\
& \cdot A\left(x, s, 2\left|R_{s, x}\right| / c_{0}, \omega\right) d \omega d s \tag{10}
\end{align*}
$$

The main contributions to $K$ come from those critical points of its phase at which the amplitude $A$ is nonzero; the criticality conditions are

$$
\begin{align*}
\left|R_{s, z}\right| & =\left|R_{s, x}\right|  \tag{11}\\
\widehat{R_{s, z}} \cdot \dot{\gamma}(s) & =\widehat{R_{s, x}} \cdot \dot{\gamma}(s)
\end{align*}
$$

The first condition of (11) says that $x$ should be at the same range as $z$. The second says that the direction $\widehat{R_{s, x}}$ should have the same projection onto the flight velocity vector as the direction $\widehat{R_{s, z}}$.
b) Definition: We will call $(s, x, z)$ a contributing critical point if it satisfies both conditions of (11) and if $A\left(x, s, 2\left|R_{s, x}\right| / c_{0}, \omega\right)$ is nonzero for some $\omega$ (and hence, by assumption (6), for a large interval of $\omega$ ).

For a high-fidelity image, we would like $K$ to be as close as possible to the delta function $\delta(z-x) \propto$ $\int \exp (i(z-x) \cdot \xi) d \xi$. In particular, we should have contributing critical points only when $z=x$. In other words, if $(s, x, z)$ satisfies (11) when $z \neq x$, the amplitude $A$ should be zero there. Flight paths for which this is the case can be found when the the antenna beam pattern is sufficiently focused to one side of the flight heading.

For example, in the case of flat topography, there are points $(s, x, z)$ satisfying (11) in two cases, one when $z=x$ and the other when $z$ is at a "mirror" point
$x^{*}$, which is the reflection of $x$ across the horizontal projection of the line tangent to the flight path at $\gamma(s)$. This "mirror" critical point contributes to the image, and hence gives rise to an ambiguity artifact, unless the amplitude $A$ is zero there. To make the amplitude $A$ zero at all such "mirror" points, the antenna beam should be negligible to one side of the flight direction [16].

We show in the next section that the conditions for obtaining an image that is faithful (in a specific sense discussed below) are the following.

1) The only contributing critical points are those for which $z=x$.
2) At no point $x$ in the antenna footprint should the earth's surface be perpendicular to the plane formed by the the range vector $R_{s, x}$ and the flight velocity vector $\dot{\gamma}(s)$. This should hold for every position $\gamma(s)$ along the flight path.

If condition 1 is violated, ambiguity artifacts appear in the image. If condition 2 is violated, "layover" occurs in the image: nearby points on the earth's surface are mapped to the same point in the image.

We show in sections 3.1.1 and 3.1.2 that when the above conditions are satisfied, the point spread function $K$ is, to leading order in $\omega$, a band-limited delta function. This implies that the image formed by (7) exhibits the same singularities (such as edges) that are visible in the scene $V$. Moreover, the strengths of these singularities (such as the magnitude of the jump across an edge) is preserved in the image.

## A. The case of no ambiguity artifacts

We show in this section that under the above conditions for avoiding ambiguity artifacts, a certain change of variables makes the phase of $K(z, x)$ the same as that of the delta function $\delta(z-x) \propto \int \exp (i(z-x) \cdot \xi) d \xi$.

1) The change of variables: To determine the change of variables that makes the phase of $K$ into the phase of a delta function, we first use the integral form of the remainder for Taylor's theorem to write the imaginary part of the exponent of (10) as

$$
\begin{equation*}
2 \omega\left(\left|R_{s, x}\right|-\left|R_{s, z}\right|\right) / c_{0}=(z-x) \cdot \Xi(z, x, s, \omega) \tag{12}
\end{equation*}
$$

explicitly, $\Xi$ is given by

$$
\begin{equation*}
\Xi(z, x, s, \omega)=-\left.\frac{2 \omega}{c_{0}} \int_{0}^{1} \nabla\left|R_{s, y}\right|\right|_{y=x+\lambda(z-x)} d \lambda \tag{13}
\end{equation*}
$$

where the differentiation on the right side is with respect to $y$, so that $\nabla R_{s, y}=\widehat{R_{s, y}}$. When $z=x$, (13) is simply

$$
\begin{equation*}
\Xi(z, z, s, \omega)=\left(-2 \omega / c_{0}\right) \widehat{R_{s, z}} \cdot D \psi(z) \tag{14}
\end{equation*}
$$

In a neighborhood of $z=x$, we make the change of variables

$$
\begin{equation*}
(s, \omega) \rightarrow \xi=\Xi(z, x, s, \omega) \tag{15}
\end{equation*}
$$

For the case of straight flight paths, this change of variables is essentially the same change of variables used in $\omega$ - $k$ migration [10], [23]. We do not actually use this change of variables to form the image; instead we form the image by (7) and use the change of variables only to determine the correct form of the amplitude $Q$. We note that this change of variables (15) can be done for any flight path.

The change of variables (15) transforms the integral (9) into

$$
\begin{align*}
I(z)= & 2 \pi \int e^{i(z-x) \cdot \xi} Q(z, s, \omega) A\left(x, s, 2\left|R_{s, x}\right| / c_{0}, \omega\right) \\
& \cdot\left|\frac{\partial(s, \omega)}{\partial \xi}\right|(z, x, s, \omega) V(x) d^{2} \xi d^{2} x+E_{1}(z) \tag{16}
\end{align*}
$$

where $s$ and $\omega$ are understood to refer to $s(\xi)$ and $\omega(\xi)$, respectively. This exhibits the operator with kernel $K$ as a pseudodifferential operator. Pseudodifferential operators have the pseudolocal property [35], i.e., they do not move singularities or change their orientation.

The Jacobian determinant $|\partial(s, \omega) / \partial \xi|$ is also called the Beylkin determinant [4] [6]. When $x=z$, its reciprocal is given by

$$
\begin{gather*}
\left|\frac{\partial \xi}{\partial(s, \omega)}\right|(z, z, s, \omega)=  \tag{17}\\
\frac{4 \omega}{c_{0}^{2}}\left|\begin{array}{ll}
-\widehat{R_{s, z}} \cdot \frac{\partial \psi(z)}{\partial z_{1}} & P_{\perp} \dot{\gamma}(s) \cdot \frac{\partial \psi(z)}{\partial z_{1}} \\
-\widehat{R_{s, z}} \cdot \frac{\partial \psi(z)}{\partial z_{2}} & P_{\perp} \dot{\gamma}(s) \cdot \frac{\partial \psi(z)}{\partial z_{2}}
\end{array}\right|
\end{gather*}
$$

where $P_{\perp} \dot{\gamma}(s)$ denotes the scaled projection of $\dot{\gamma}(s)$ onto the plane perpendicular to $\gamma(s)-\psi(z)$ :

$$
\begin{equation*}
P_{\perp} \dot{\gamma}(s)=\frac{\dot{\gamma}(s)-\widehat{R_{s, z}}\left(\widehat{R_{s, z}} \cdot \dot{\gamma}(s)\right)}{\left|R_{s, z}\right|} \tag{18}
\end{equation*}
$$

We note that $P_{\perp} \dot{\gamma}(s)$ remains in the plane $T_{s, z}$ defined by

$$
\begin{equation*}
T_{s, z}:=\operatorname{Span}\left\{R_{s, z}, \dot{\gamma}(s)\right\} \tag{19}
\end{equation*}
$$

Conditions under which the change of variables (15) can be made (locally) are those under which the right side of (17) is nonzero; this gives us the second condition on the relation between the flight track and the ground topography. This condition can be understood by noting that the vectors $\widehat{R_{s, z}}$ and $P_{\perp} \dot{\gamma}(s)$ are orthogonal and thus determine a coordinate system in the plane $T_{s, z}$; the rows of (17) are the coordinates of the tangent vectors $X^{1}=$ $\partial \psi / \partial z_{1}$ and $X^{2}=\partial \psi / \partial z_{2}$ in this coordinate system. Thus the right side of (17) is nonzero provided $X^{1}$ and $X^{2}$ project to two linearly independent vectors in the


Fig. 2. Geometry for the Beylkin determinant for the flat-topography, straight-flight-path case.
plane $T_{s, z}$. In Appendix A we show that this condition is equivalent to the condition that the earth's surface at $z$ not be orthogonal to the plane $T_{s, z}$.
a) Example: flat topography: In the case of flat topography, the tangent line to the flight track (whose direction is given by the flight velocity vector) projects to a straight line on the earth. If the antenna's footprint is strictly to one side of this line, then contributing critical points occur only when $z=x$. If, in addition, the flight velocity vector is never vertical, then the plane $T_{s, z}$ is never vertical, and thus condition 2 for avoiding ambiguity artifacts is satisfied.

For flat topography, the Jacobian matrix $D \psi$ is simply

$$
D \psi=\left(\begin{array}{ll}
1 & 0  \tag{20}\\
0 & 1 \\
0 & 0
\end{array}\right)
$$

which implies that $\Xi(z, z, s, \omega)=\left(-2 \omega / c_{0}\right) P_{1,2} \widehat{R_{x, z}}$, where $P_{1,2}$ denotes the operator that projects a threedimensional vector onto its first two components.
b) Example: flat topography, straight fight path: Previous work [1] [19] [25] has considered the purely two-dimensional case in which the flight track is the $x_{2}$ axis. In this case, $D \psi$ is the $2 \times 2$ identity matrix; the two columns of (17) are orthogonal, and the first is a unit vector. The determinant is therefore the magnitude of the second vector, which is $\left|P_{\perp} \dot{\gamma}\right|=(\cos \theta) /\left|R_{s, z}\right|$, where $\theta$ is the angle formed by the flight track $\dot{\gamma}$ (the $x_{2}$ axis) and the line perpendicular to $R_{s, z}$ From figure 2 we see also that $\cos \theta=z_{1} /\left|R_{s, z}\right|$ Then, from (14), we have that $\xi_{1}=\left(2 \omega / c_{0}\right) \cos \theta$. Thus on the diagonal $z=x$, the reciprocal of the Beylkin determinant is

$$
\begin{equation*}
\left|\frac{\partial \xi}{\partial(s, \omega)}\right|(z, z, s, \omega)=\frac{2 \xi_{1}}{c_{0}\left|R_{s, z}\right|}=\frac{4 \omega}{c_{0}^{2}} \frac{z_{1}}{\left|R_{s, z}\right|} . \tag{21}
\end{equation*}
$$

c) Example: flat topography, circular fight path: Circular flight paths have been considered in [31]. For a flight path that is a circle of radius $R$, with arc-length parameterization, at the origin we have

$$
\begin{equation*}
\Xi(0,0, s, \omega)=\frac{-2 \omega}{c_{0}}(\cos (s / R), \sin (s / R)) \tag{22}
\end{equation*}
$$

which implies that the magnitude of the Beylkin determinant at the origin is $|\partial \xi / \partial(s, \omega)|(0,0, s, \omega)=$ $2 \omega\left(c_{0} R\right)^{-1}$.
2) Choice of the amplitude $Q$ : Equation (16) shows how we should choose $Q$ to make $K$ an approximate delta function. In particular, we should choose

$$
\begin{equation*}
Q(z, s, \omega)=\frac{1}{(2 \pi)^{3}} \frac{\chi(z, \xi(s, \omega))}{b(z, z, \xi(s, \omega))} \tag{23}
\end{equation*}
$$

where $\chi$ is a smooth cutoff function that prevents us from dividing by zero, and where

$$
\begin{equation*}
b(z, x, \xi(s, \omega))=A\left(x, s, \frac{2\left|R_{s, x}\right|}{c_{0}}, \omega\right)\left|\frac{\partial(s, \omega)}{\partial \xi}\right|(z, x, s, \omega) \tag{24}
\end{equation*}
$$

With the choice (23) and change of variables (15), (10) becomes

$$
\begin{equation*}
K(z, x)=\frac{1}{(2 \pi)^{2}} \int e^{i(z-x) \cdot \xi} \frac{b(z, x, \xi)}{b(z, z, \xi)} \chi(z, \xi) d^{2} \xi \tag{25}
\end{equation*}
$$

Since the leading order contribution to (25) is at $z=x$, we see that $K$ is an approximate delta function.
a) Example: flat topography, straight flight track:

For the purely two-dimensional case of a straight flight track along the $x_{2}$ axis, the $b$ that should be used in (23) is

$$
\begin{equation*}
b(z, z, \xi)=\frac{c_{0}\left|R_{s, z}\right| A\left(z, s, 2\left|R_{s(\xi), z}\right| / c_{0}, \omega\right)}{2 \xi_{1}} \tag{26}
\end{equation*}
$$

where it is understood that the $\omega$ and $s$ appearing on the right side of (26) is shorthand notation for the functions $\omega(\xi)$ and $s(\xi)$. The corresponding filter used in [1] [19] [25] is, in the notation used here, simply $b^{-1}(z, z, \xi)=$ $\xi_{1}$; this is the same as (26) up to the factors that are ignored in [1] [19] [25], such as $2 / c_{0}$, the geometrical factor $W$, the source waveform $p$, and the taper $m$. Thus we see that in this case, formula (7) reduces to the exact inversion formula.
3) Numerical Examples: Figure 3 shows a test scene, for a flat earth, on which are superimposed the flight paths we use in this paper. We assume a perfect isotropically radiating antenna, so that $A \equiv 1$. Figure 4 shows synthetic data generated from this scene. Figure 5 shows the reconstruction when the Beylkin determinant is omitted; figure 6 shows the reconstruction including the Beylkin determinant. All images have been normalized


Fig. 3. The test scene and three flight paths.


Fig. 4. Synthetic data for a straight flight track flight.
so the maximum reflectivity is 1 . Figure 7 shows a comparison of slices through all three images.

We see that including the Beylkin determinant results in an image whose reflectivities are (almost) in the correct relation to each other (see Figure 7), whereas omitting the determinant results in an image in which the relationship is incorrect.

We note that a straight flight path and isotropic antenna radiation pattern results in artifacts that are perfectly symmetrical with respect to the flight path.


Fig. 5. The reconstructed image when the Beylkin determinant is omitted. Note the ambiguity artifacts here and in Figure 6.


Fig. 6. The reconstructed image when the Beylkin determinant is included. Note that the strength of the weaker target is more nearly correct than in Figure 5.


Fig. 7. Slices through the images of Figures 3 (solid line), 5 (dotted line), and 6 (dashed line).

## B. Ambiguity artifacts

In this section, we discuss the effect of an antenna with poor directivity, where (11) has more than one solution in the support of $A$.

We form an image by the same filtered backprojection method (7) as in the high-directivity case. In other words, we use the same Beylkin determinant weighting for the whole image, even though this determinant does not correspond to the change of variables (15) when $z \neq x$.

1) Analysis: As before, the main contributions to $K$ come from the critical points (11) in the support of $A$.

In the flat-earth case, we saw that there are two points $z$ on the earth for which $(s, z, x)$ satisfies (11): one at $z=x$, which gives rise to the correct image, and one at a "mirror" point, which can give rise to an artifact. For non-flat topography, it is possible to have a curve of points $z$ on the earth for which $(s, z, x)$ satisfies (11). Such a curve is composed of points at the same range $\left|R_{s, z}\right|$ whose directions $\widehat{R_{s, z}}$ have the same projection onto the flight velocity vector $\dot{\gamma}(s)$.

We refer to contributing critical points for which $z \neq$ $x$ as "extraneous" critical points; it is these critical points


Fig. 8. A case when there is a curve of points $z$ on the ground for which $(s, z, x)$ is critical. In this slice, the entire valley floor consists of critical points.
that give rise to the ambiguity artifacts. We analyze the relative contributions to the image from these points by investigating the size of $K$ there.

At an extraneous critical point $(s, z, x)$, we consider the kernel of (10), and carry out a large- $\omega$ stationary phase analysis in the $s$ variable. We denote by $\phi$ the phase of (10).

We can carry out the stationary phase reduction with respect to $s$ at an extraneous critical point only when the Hessian of the phase function with respect to $s$ is non-degenerate. At a point satisfying both equations of (11), this Hessian is

$$
\begin{equation*}
\phi^{\prime \prime}(z, s, x)=2\left(\widehat{R_{s, z}}-\widehat{R_{s, x}}\right) \cdot \ddot{\gamma}(s) / c_{0} . \tag{27}
\end{equation*}
$$

We note that this Hessian is always zero when $x=z$; thus this stationary phase reduction can never be done at the true image point. Similarly, the Hessian is always zero for a straight flight path (assuming that $s$ is an arclength parameterization).

On the other hand, if the earth and flight track are level, and the flight track is curved, then $\widehat{R_{s, z}}-\widehat{R_{s, x}}$ is roughly co-linear with $\ddot{\gamma}(s)$, so that the Hessian $\phi^{\prime \prime}$ is nonzero at extraneous critical points. In this section, we consider the generic case when the Hessian is nonzero.

At extraneous critical points $s(z, x)$ for which the Hessian is nonzero, we can apply the stationary phase theorem (see Appendix A). We obtain to leading order of approximation

$$
\begin{aligned}
K(z, x) \approx & \frac{e^{i \pi / 4}}{(2 \pi)^{3 / 2}} \int \frac{1}{|\omega|^{1 / 2}} \frac{A\left(x, s, 2\left|R_{s, x}\right| / c_{0}, \omega\right)}{A\left(z, s, 2\left|R_{s, z}\right| / c_{0}, \omega\right)} \\
& \cdot \frac{\chi(z, \xi(s, \omega))}{\left|\phi^{\prime \prime}\right|^{1 / 2}(z, x, s)}\left|\frac{\partial \xi}{\partial(s, \omega)}\right|(z, z, s, \omega) d \omega
\end{aligned}
$$

where $s$ is understood to refer to $s(z, x)$, which is determined by solving the second equation of (11) for $s$ in a neighborhood of a point $(s, z, x)$ for which (11) holds.

On the other hand, if we consider the reconstruction at $x$ we find

$$
K(x, x) \approx \frac{1}{(2 \pi)^{2}} \int \chi(x, \xi(s, \omega))
$$

$$
\begin{align*}
& \cdot\left|\frac{\partial \xi}{\partial(s, \omega)}\right|(x, x, s, \omega) d \omega d s \\
\approx & \frac{1}{(2 \pi)^{2}} \int \chi(x, \xi) d \xi \tag{29}
\end{align*}
$$

Equations (28) and (29) tell us the degree to which a point scatterer at $x$ creates an artifact at the point $z$. We see that the strength of the artifact at $z$ can be decreased by increasing $\phi^{\prime \prime} ; \phi^{\prime \prime}$ can be increased by increasing the curvature of the flight track. The strength of the true image at $x$, moreover, can be increased by increasing the length of the flight path for which $x$ is in the antenna footprint.
2) Special Cases:
a) Straight flight path: The stationary phase reduction (28) cannot be carried out for a straight flight path; if the antenna beam pattern is isotropic, then by symmetry the artifacts are symmetric with respect to the flight path. Figure 6 shows an example of this phenomenon.
b) Circular flight path: For a flight path that is an arc of length $L$ of a circle with radius $R$ and an isotropic antenna beam pattern, a scatterer at the origin gives rise to artifacts that form a circular arc with radius $2 R$. We can calculate the strength of these artifacts by computing $\ddot{\gamma}(s)=-(\widehat{R}(s) / R)$, where $\widehat{R}(s)=$ $(\cos (s / R), \sin (s / R), 0), \widehat{R_{s, z}}-\widehat{R_{s, 0}}=2 \widehat{R}(s)$, and $\phi^{\prime \prime}(z, s, 0)=2 /\left(c_{0} R\right)$. Thus the artifacts, to leading order, have strength

$$
\begin{equation*}
K(z, 0) \approx \frac{e^{i \pi / 4}}{(2 \pi)^{3 / 2}} \int\left(\frac{2 \omega}{c_{0} R}\right)^{1 / 2} d \omega \tag{30}
\end{equation*}
$$

The image at the origin, on the other hand, is (to leading order)

$$
\begin{align*}
K(0,0) & \approx \frac{1}{(2 \pi)^{2}} \int\left(\frac{2 \omega}{c_{0} R}\right) d \omega d s \\
& \approx \frac{L}{(2 \pi)^{2}} \int\left(\frac{2 \omega}{c_{0} R}\right) d \omega \tag{31}
\end{align*}
$$

We see that the ratio of artifact to true image is

$$
\begin{equation*}
\frac{|K(z, 0)|}{|K(0,0)|} \approx \frac{4\left(\pi c_{0} R\right)^{1 / 2}}{3 L} \frac{\omega_{M}^{3 / 2}-\omega_{m}^{3 / 2}}{\omega_{M}^{2}-\omega_{m}^{2}} \tag{32}
\end{equation*}
$$

where $\omega_{M}$ and $\omega_{m}$ denote the (effective) maximum and minimum angular frequencies of the radar. We see (28) that the artifact can be minimized by increasing the curvature (decreasing $R$ ), increasing the path length $L$, and increasing the frequency.
3) Numerical Examples: Figure 9 shows a reconstruction from the slightly curved flight path visible in Figure 3; Figure 10 shows a reconstruction from the more curved path. We see that as the curvature of the flight path increases, the artifacts become weaker and less localized. The weaker artifacts for the flight path with higher curvature are predicted by (28).


Fig. 9. This shows the reconstructed image from the flight path $x=.01 y^{2}$. Note that the artifacts are weaker and more smeared than in Figure 6.


Fig. 10. This shows the reconstructed image from the flight path $x=.04 y^{2}$. The artifacts are weaker and more smeared than in either Figure 6 or Figure 9.

## IV. CONClUSIONS

We have exhibited a filtered backprojection algorithm for SAR imaging from arbitrary (known) flight paths and non-flat (known) earth topography. The analysis has given conditions on the relationship between the flight path, the antenna beam pattern, and the earth topography under which the image contains no ambiguity artifacts and no layover artifacts. When these conditions are satisfied, backprojection produces an image in which edges appear in the correct position and orientation; with the proper filter, jumps across edges are also of the correct magnitude. When the flight path, antenna beam pattern, and earth topography are such that ambiguity artifacts are present, the strength of these artifacts can be affected by the curvature of the flight path, path length (integration time), and frequency. More highly curved flight paths smear the artifacts and decrease their magnitude.

We leave to the future the problem of finding an algorithm to pick out a flight path that minimizes the ambiguity artifacts.
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## APPENDIX

## A. Some technical details

1) The method of stationary phase: The stationary phase theorem [18] [5] states
a) Theorem: If $a$ is a smooth function of compact support on $\mathbf{R}^{\mathbf{n}}$, and $\phi$ has only non-degenerate critical points, then as $\omega \rightarrow \infty$,

$$
\begin{gather*}
\int e^{i \omega \phi(x)} a(x) d^{n} x=\sum_{\left\{x^{0}: D \phi\left(x^{0}\right)=0\right\}}\left(\frac{2 \pi}{\omega}\right)^{n / 2} e^{i \omega \phi\left(x^{0}\right)} \\
\cdot a\left(x^{0}\right) \frac{e^{i \pi \operatorname{sgnD}^{2} \phi\left(x^{0}\right) / 4}}{\sqrt{\left|\operatorname{det}\left(D^{2} \phi\left(x^{0}\right)\right)\right|}}+O\left(\omega^{-(n-2) / 2}\right) \tag{33}
\end{gather*}
$$

Here $D \phi$ denotes the gradient of $\phi$ and $D^{2} \phi$ denotes the Hessian.
2) Conditions on planes: We denote by $P_{\perp}$ the operator that projects a vector onto the plane with normal vector $\hat{\nu}$; specifically, $P_{\perp}$ is given by $P_{\perp} X=X-\hat{\nu}(\hat{\nu}$. $X)$.
a) Proposition: Suppose $X^{1}$ and $X^{2}$ are linearly independent vectors in the plane with normal $\hat{n}$. Then the vectors $P_{\perp} X^{1}$ and $P_{\perp} X^{2}$ are linearly independent if and only if $\hat{\nu} \cdot \hat{n} \neq 0$.

Proof. Suppose first that $\hat{\nu} \cdot \hat{n} \neq 0$. The issue of linear independence of $P_{\perp} X^{1}$ and $P_{\perp} X^{2}$ requires that we consider the condition $0=c_{1} P_{\perp} X^{1}+c_{2} P_{\perp} X^{2}=$ $P_{\perp}\left(c_{1} X^{1}+c_{2} X^{2}\right)$. We denote by $Y$ the linear combination $c_{1} X^{1}+c_{2} X^{2}$. Then since $\hat{n} \cdot X^{1}=0=\hat{n} \cdot X^{2}$, we also have $\hat{n} \cdot Y=0$.

From the formula for $P_{\perp}$, the condition $0=P_{\perp} Y$ is equivalent to

$$
\begin{equation*}
Y=\hat{\nu}(\hat{\nu} \cdot Y) \tag{34}
\end{equation*}
$$

which also implies that $0=\hat{n} \cdot Y=\hat{n} \cdot \hat{\nu}(\hat{\nu} \cdot Y)$. From this we see that $\hat{\nu} \cdot \hat{n} \neq 0$ implies $\hat{\nu} \cdot Y=0$. But then we see from (34) that $Y$ must be zero, which by the linear independence of $X^{1}$ and $X^{2}$ also implies that $c_{1}=c_{2}=$ 0 . Therefore $P_{\perp} X^{1}$ and $P_{\perp} X^{2}$ are linearly independent.

Next suppose that $\hat{\nu} \cdot \hat{n}=0$. Then every vector $X$ with $\hat{n} \cdot X=0$ projects to a vector $Y=P_{\perp} X$ with the property that $\hat{n} \cdot Y=0$ and $\hat{\nu} \cdot Y=0$. All such vectors $Y$ are multiples of each other; thus $P_{\perp} X^{1}$ and $P_{\perp} X^{2}$ are linearly dependent. QED

## B. The numerical examples

1) Straight flight path: The straight flight path parameterized as $x_{1}=0, x_{2}=s$; Data $d(t, s)$ for it were generated by the formula

$$
\begin{equation*}
d(r, s)=r^{-1} \int V(r \cos \theta, s+r \sin \theta) d \theta \tag{35}
\end{equation*}
$$

which was implemented with the Matlab "quad" routine. The formula for the image at coordinates $\left(x_{1}, x_{2}\right)$ is
$I\left(x_{1}, x_{2}\right)=\int e^{-i 2 k \sqrt{x_{1}^{2}+\left(x_{2}-s\right)^{2}}} 2 k x_{1} \int e^{i \omega t} d(t, s) d t d \omega d s$.
This was implemented in Matlab by an FFT the $t$ variable, followed by multiplication by $2 k=2 \omega / c_{0}$ (part of the Beylkin determinant) followed by an inverse FFT. This was followed by multiplication by $x_{1}$ (the other part of the Beylkin determinant) to obtain the backprojected data from one position $s$ on the flight track. Nearest-neighbor interpolation was used to determine the appropriate data point to use for each pixel. Finally, contributions from all positions $s$ are added together to build the image.

The reconstruction code ran in a matter of minutes for problems of size $100 \times 100$. No attempt was made to optimize for speed.
2) Parabolic flight path: Parabolic flight paths $x_{1}=$ $a x_{2}^{2}$ were parameterized as $x_{1}=a s^{2}, x_{2}=s$. Data for theses paths were generated by implementing the formula

$$
\begin{equation*}
d(r, s)=r^{-1} \int V\left(a s^{2}+r \cos \theta, s+r \sin \theta\right) d \theta \tag{37}
\end{equation*}
$$

The formula for the reconstruction is

$$
\begin{gathered}
I\left(x_{1}, x_{2}\right)=\int e^{-i 2 k \sqrt{\left(x_{1}-a s^{2}\right)^{2}+\left(x_{2}-s\right)^{2}}} \\
2 k\left[2 a s\left(x_{2}-s\right)-\left(x_{1}-a s^{2}\right)\right] \int e^{i \omega t} d(t, s) d t d \omega d s,
\end{gathered}
$$

which was implemented as discussed above.
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