DETECTION OF BACKSCattered WAVES FROM A TARGET IN CLUTTER FROM A ROTATING SCATTERER
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Abstract. We develop a physics-based mathematical model for the signals received from a fixed radar that interrogates a moving target and a single rotating object located in the same range cell. From this mathematical model, we extract a statistical model, and use this model to develop a detector for a linearly moving target in “clutter” produced by the rotating object. In particular, we exploit the second-order correlation structure of wind-turbine clutter to derive a target detector that uses a multipulse coherence statistic consisting of an incoherent geometric average of coherently computed adaptive coherence scores. The detector compares favorably to a multipulse coherence detector that uses no modeling or estimation of the clutter. Although we focus on the case of rotating wind turbines, the analysis applies to other rotating objects such as propellers. Similar models may be used for acoustic signals.
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1. Introduction. Wind turbine clutter (WTC) presents a significant challenge to detecting targets in civilian radar systems for weather and air traffic control [30], and military systems for early warning and perimeter defense [29]. Much work has been focused on the forward problem of numerically solving Maxwell’s equations to estimate the effects of WTC given that everything is known (blade lengths, tilt parameters, materials, etc.) a priori about the wind turbine(s) (see, e.g., [9, 22, 23, 25, 30, 47]). This paper, however, is focused on first developing a mathematical model that includes relevant statistical properties of the target and WTC, and then using this model to solve the inverse problem of detecting linearly moving targets in confounding WTC.

Mitigating the clutter from wind turbines is difficult because of their large radar cross section, their rotational motion, and their many large modes of vibration that arise from stochastic forcing by the wind [21, 38, 42].

Today’s clutter-mitigation algorithms for radar (such as the Gaussian model adaptive processing algorithm [40]), are effectively Doppler high-pass filters which do not sufficiently eliminate the WTC returns from the received signal without degrading the target signal. A variety of such techniques were examined by Butler and Johnson [3] and others [29]. Based on the results of [3], Jackson and Butler [14] outlined various mitigation strategies, including waveform design and beamforming [28] on receive.
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Related range-Doppler notching approaches include [8] and [12, 13]. Other approaches include fuzzy-logic detectors [10, 11, 20] and exploitation of sharp changes in the Doppler spectrum [24].

In [26], Naqvi and Ling present results for the (theoretically ideal) model-then-subtract approach to WTC mitigation. In particular, each blade is modeled as a summation of point scatterers in order to adequately simulate the polarimetric response of a wind turbine. The precise amplitudes of the point scatterers are determined on-the-fly using a greedy basis pursuit algorithm, and the model is used to detect a moving target in synthetic WTC data. Uysal et al. [46] also use a sparse signal model for the WTC, but their approach exploits a simpler short-time Fourier transform (STFT) basis, in which sparse STFT coefficients indicate the presence of WTC. Thus although some progress in fielded systems has been made [39], in general the problem remains open.

In this paper, as in [26, 46] and others, we consider a staring radar with both a linearly moving target and clutter from a wind turbine in its field of view. We develop a physics-based mathematical model for the scattering, and then use it to derive a generalized likelihood ratio detector. This detector uses a sequence of adaptive coherence (ACE) scores [18, 19, 34] and geometrically averages them to compute a multipulse coherence statistic. This statistic is called a multipulse adaptive coherence estimator (MPACE), for its close connection to ACE. The detector is firmly grounded in detection theory in the multivariate normal model. Its innovation is its use of incoherent geometric averages of coherent ACE scores, based on target and clutter modeling. MPACE scores may be computed in the time domain or the frequency domain; in this paper we consider only the time-domain model.

We refer the reader to [18] for an account of the provenance for first-order coherence detectors, including ACE and related detectors. This provenance includes the original work of Kelly [15], Kelly and Forsythe [16], Chen and Reed [4], Robey et al., [31], Scharf and Friedlander [35], Conte, Lops, and Ricci [5, 6], Scharf and McWhorter [34], McWhorter, Scharf, and Griffiths [36], Kraut and Scharf [17], Kraut, Scharf, and Butler [19].

The closely related multipulse coherence estimator (MPCE) statistic is derived for multirank signals in [37], using likelihood theory. It was first reported, for the rank-one case, in 2015 by Abramovich and Besson [1], as an approximation to a Bayesian likelihood. So our MPACE, which accommodates multirank signals and uses secondary data to estimate the covariance $\mathbf{R}$, is an adaptive version of MPCE. A fuller account of the connection between MPACE and prior work of [5, 6, 34, 36], and [1] may be found in [37].

Our paper [27], which is closely related to the present one, begins with a simplified statistical model and presents two statistical detectors. This paper, in contrast, focuses on the physical scattering model from which we show how to extract the simplified statistical model of [27]. In the present paper we include a summary of the statistical results, and also include, in the appendix, a more complete mathematical derivation of the detector.

Although our discussion refers to radar scattering from wind turbines, the same analysis may be applied to electromagnetic or acoustic scattering from other rotating objects [2].

2. Mathematical model of scattering. The development of a mathematical model involves a number of components: the model for wave propagation and scattering, the model for the transmitted signal, a model for signal reception, and models for
the moving target and the moving clutter. We consider explicitly the electromagnetics case, but the same results apply equally well to the acoustics case.

2.1. Scalar model for electromagnetic wave propagation. Rather than the full Maxwell’s equations, we use the simplified scalar model

\[(\nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2}) E(t, x) = j(t, x),\]

where \(E(t, x)\) denotes one Cartesian component of the electric field, \(j\) is proportional to one Cartesian component of the time derivative of the current density on the source (antenna or scattering object), and where \(c\) is the speed of light in dry air, which we take to be the same as vacuum.

2.2. The Green’s function. To obtain a useful approximation to solutions of (2.1), we make use of the outgoing Green’s function \([7, 44, 48]\)

\[g(t, x) = \delta(t - |x|/c) \frac{4\pi |x|}{4\pi |x|} \]

which satisfies the equation

\[(\nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2}) g(t, x) = -\delta(t)\delta(x).\]

Here \(|x|\) denotes the length of the vector \(x\). Convolution by the Green’s function can be thought of as an operation that propagates the field from one space-time point to a different space-time point.

2.3. The field incident upon scatterers. The field \(E^{\text{in}}\) emanating from the antenna is obtained by solving (2.1) when the source \(j\) corresponds to the current density on the antenna. For now, we use a simplified pointlike antenna model, for which \(j(t, x) = s(t)\delta(x - x^0)\), where \(s\) is the waveform transmitted by the antenna. The field incident upon the scatterers is then

\[E^{\text{in}}(t, x) = \int g(t - t', x - x^0)s(t')dt' = s(t - |x - x^0|/c) \frac{4\pi |x - x^0|}{4\pi |x - x^0|}.\]

For a pulsed radar, the source waveform is of the form

\[s(t) = \sum_{p=1}^{P-1} u(t - pT),\]

where \(T\) is the pulse repetition interval. The pulse \(u(t)\) typically has compact support \((0, t_0)\), where \(t_0 < T\). This introduces a separation of time scales: the wave propagates on the “fast time” scale \(t\), whereas objects typically move on the “slow time” scale \(pT\).

2.4. Simplified scattering model. All of our analysis below assumes additive, first-order scattering from wind turbine scattering centers. This assumption neglects any multiple scattering.

In particular, we use the single-scattering (Born) approximation \([32, 41]\), in which we assume that the field \(E^{\text{in}}\) radiated by the antenna produces, on the scatterer, a secondary source that is proportional to the incident field \(E^{\text{in}}\). The proportionality
“constant” we denote by $V(t, x)$, which we call the reflectivity function. In other words, in (2.1), we take $j(t, x) = V(t, x)E^{in}(t, x)$. Thus the field received back at the antenna is assumed to be

$$E^{sc}(t, x) \approx E_B(t, x) := \int \int g(t - \tau, x - z)V(\tau, z)E^{in}(\tau, z)d\tau dz. \tag{2.6}$$

This is simply a convolution of the space-time Green’s function with the (Born-approximated) induced current density.

**2.5. Model for the scattered field.** With (2.4), the Born-approximated scattered field (2.6) back at the antenna location $x^0$ is

$$E^{sc}_B(t, x^0) = \int g(t - \tau, x^0 - y)V(\tau, y)\frac{s(\tau - |x^0 - y|/c)}{4\pi|x^0 - y|}d\tau dy$$

$$= \int \frac{V(t - |x^0 - y|/c, y)}{(4\pi|x^0 - y|)^2} s(t - 2|x^0 - y|/c) dy. \tag{2.7}$$

For waveforms of the form (2.5), and with scattering objects not too distant from the antenna, we make the start-stop approximation, which assumes that the scattering objects do not move significantly during the transit time of the pulse. The field scattered from the $p$th pulse is then approximately

$$E^{sc}_p(t - pT) \propto \int \frac{V(pT, y)}{(4\pi|x^0 - y|)^2} u(t - pT - 2|x^0 - y|/c) dy \quad \text{for } pT < t \leq (p + 1)T. \tag{2.8}$$

We have also noted that the right side depends only on the pulse number $p$ and the time $t - pT$ that has elapsed since the start of the $p$th pulse, and we have reflected this in the notation on the left side. On the left side we have also dropped the position $x^0$, which remains fixed throughout, and since the Born approximation is used throughout, we have replaced the subscript $B$ by the subscript $p$ to indicate that this is the signal from the $p$th transmitted pulse.

In (2.8), we shift the origin of time to the start of the $p$th pulse (i.e., write $t' = t - pT$) to obtain

$$E^{sc}_p(t') \propto \int \frac{V(pT, y)}{(4\pi|x^0 - y|)^2} u(t' - 2|x^0 - y|/c) dy \tag{2.9}$$

for $0 < t' \leq T$.

Equation (2.9) shows the action of the scattering system on the transmitted pulse $u$. The waveform undergoes a round-trip travel-time delay of $2|x^0 - y|/c$ and is attenuated, first by a factor of $4\pi|x^0 - y|/c$ as it spreads out from the source, and then by a second factor of $4\pi|x^0 - y|$ as it spreads out after it scatters from the target component at location $y$.

**3. Radar signal processing.**

**3.1. Narrowband waveforms.** Most radar systems use transmitted waveforms $u$ that are narrowband, which is to say, $u(t) = \text{Re}\{w(t)e^{i\omega c}\}$, where the Fourier transform of $w(t)$ is supported in a narrow band around the origin. In this case, the corresponding scattered field (2.8) becomes

$$E^{sc}_p(t') \propto \int \frac{V(pT, y)}{(4\pi|x^0 - y|)^2}\text{Re}\left[ w(t' - 2|x^0 - y|/c) e^{i\omega c(t' - 2|x^0 - y|/c)} \right] dy. \tag{3.1}$$
After demodulation, the baseband complex signal is

\[(3.2) \quad z_p(t') \propto \int \frac{V(pT, y)}{(4\pi|x^0 - y|)^2} w(t' - 2|x^0 - y|/c) e^{-2i\omega_c|x^0 - y|/c} \, dy.\]

### 3.2. Matched filtering.**
To improve the ratio of signal energy to noise power, the radar system typically then time shifts the received signal with an hypothesized time delay and correlates the shifted signal with the complex conjugate of the transmitted baseband signal \(w\). This is equivalent to **matched filtering** by convolving the received signal \(z_p(t)\) with the time reversal of the complex conjugate, \(\bar{w}(t) = w^*(-t)\) via

\[(3.3) \quad d_p(\tau) = \int w^*(t)z_p(t+\tau) \, dt = \int \bar{w}(t)z_p(\tau - t) \, dt = (\bar{w} \ast z_p)(\tau).\]

When evaluated, this matched filtering produces the output

\[(3.4) \quad d_p(\tau) = \int w^*(t) \int \frac{V(pT, y)}{(4\pi|x^0 - y|)^2} w(t + \tau - 2|y - x^0|/c) e^{-2i\omega_c|y - x^0|/c} \, dy \, dt = \int \frac{V(pT, y)}{(4\pi|x^0 - y|)^2} e^{-2i\omega_c|y - x^0|/c} \int w^*(t)w(t + \tau - 2|y - x^0|/c) \, dt \, dy,\]

where

\[(3.5) \quad A(\tau) = \int w^*(t)w(t+\tau) \, dt = \int \bar{w}(t)w(\tau - t) \, dt\]

is the autocorrelation function of \(w\) and where the superscript \(\ast\) denotes complex conjugation. The support of \(A\) is twice as wide as that of \(w\).

### 3.3. The far-field approximation.**
We assume that the radar beam is narrow, so that the region illuminated by the beam within a single range bin (i.e., at a particular value of \(\tau\)) is small relative to the distance from this region to the radar. Within this region, we choose a particular point, which we take to be the origin. Points \(y\) within this region then satisfy the inequality \(|y| \ll |x^0|\). Under this condition, we can use the far-field or small-scene approximation

\[(3.6) \quad |y - x^0| \approx \sqrt{|x^0|^2 - 2x^0 \cdot y + |y|^2} = |x^0| \sqrt{1 - 2 \frac{x^0 \cdot y}{|x^0|^2} + \frac{|y|^2}{|x^0|^2}} = |x^0| - \hat{x} \cdot y + O\left(\frac{|y|^2}{|x^0|^2}\right),\]

where we have used the Taylor expansion \(\sqrt{1 + a} = 1 + a/2 + O(a^2)\) and where we have written \(\hat{x} = x/|x|\). Under the approximation (3.6), (3.4) becomes

\[(3.7) \quad d_p(\tau) \approx \int \frac{V(pT, y)}{(4\pi|x^0|)^2} e^{-2i\omega_c(|x^0| - \hat{x} \cdot y)/c} A(\tau - 2(|x^0| - \hat{x} \cdot y)/c) \, dy\]

for \(0 < \tau \leq T\).
3.4. Radar signal in a single range bin. At the range bin \( \tau = 2|x^0|/c \), (3.7) is

\[
d[p] = dp \left(\frac{2|x^0|}{c}\right) \propto \int V(pT, y) e^{2i\omega_c x^0 y/c} A(2\tilde{x}^0 \cdot y/c) dy,
\]

where the argument \( \tau = 2|x^0|/c \) is understood on the left side and where on the right we have used the fact that \( \exp(-2i\omega_c |x^0|/c) \) and \( (4\pi|x^0|^2) \) are constant over this range bin. Below we write \( k_c = \omega_c/c \). There should be no confusion between the notations \( d_p(\tau) \) and \( d[p] \): the former is the output, at time delay \( \tau \), of the matched filter due to pulse \( p \), and the latter is the \( p \)th such output, evaluated at delay \( \tau = 2|x^0|/c \).

4. Model for radar returns from different targets. We now consider two different types of scattering objects \( V \) that are undergoing different types of motion. Our strategy is to exploit differences in the motion to distinguish between radar signals coming from the different types of target. We consider first the case of a target moving at constant velocity.

4.1. Linearly moving and vibrating target. We model the reflectivity function for a vibrating, linearly translating target (such as an airplane) as

\[
V(t, x) = X(x - vt + T(t, x - vt)),
\]

where \( X \) denotes the reflectivity function of the target in its own reference frame (say \( V(0, x) = X(x) \)). The vector \( v \) denotes target velocity and \( T \) denotes a small displacement due to flexing and vibration. We assume that these vibrations are slow compared with the speed of light; consequently during the \( p \)th pulse, we replace the translation \( T(t, x - vt) \) by \( T(pT, x - vpT) \).

At the range bin \( \tau = 2|x^0|/c \), (3.8) is

\[
d^X[p] \propto \int X(y - vpT + T(pT, y - vpT)) e^{2i\omega_c x^0 y} A(2\tilde{x}^0 \cdot y/c) dy,
\]

where we have written \( k_c = \omega_c/c \).

4.1.1. Features of (4.2). The expression (4.2) can be better understood by first transforming to a frame of reference in which the vibrating target is no longer translating, by making the change of variables \( z = y - vpT \). This converts (4.2) into

\[
d^X[p] \propto \int X(z + T(pT, z)) e^{2i\omega_c x^0 (z + vpT)} A(2\tilde{x}^0 \cdot (z + vpT)/c) dz
\]

\[
\times \int X(z + T(pT, z)) e^{2i\omega_c x^0 (z + vpT)} A(2\tilde{x}^0 \cdot (z + vpT)/c) dz.
\]

At each \( p \), we then change to a frame in which the target is not vibrating with the change of variables \( z \rightarrow z' = z + T(pT, z) \). This change of variables can be inverted

---

1Intrapulse translation due to vibrations are small enough for the start-stop approximation to be valid; for example, an experimental study of wind turbine vibration modes [21] determined that the dominant vibrations of a wind turbine occur at frequencies less than 10 Hz. Using an absolute worst-case excursion of 77 ft (using the Vestas Model 47 blade length), this results in an off-rotation velocity of 77 ft/.1 sec = 235 m/sec. Using the experiment’s 1 \( \mu \) sec pulse duration and 11 cm wavelength, the mismodeled range migration is bounded by .235 mm, or approximately wavelength/468, which we consider negligible.
as \( z' = z' + \mathcal{T}(pT, z') \), where again \( \mathcal{T} \) is small. This converts (4.3) to

\[
d^X[p] \propto e^{2ikc_0v pT} \int_{e^{i\theta^X[p]}} \frac{X(z') e^{2ikc_0 (z' + \mathcal{T}(pT,z'))} A(2\mathcal{A}_0 \cdot [z' + v pT + \mathcal{T}(pT,z')]/c)}{q_p^X(z')} dz',
\]

where \( \theta^X[p] = p\Theta \) with \( \Theta = 2kc_0v pT \) and \( v = \mathcal{A}_0 \cdot v \), and where \( q_p^X \) is the complex reflectivity

\[
q_p^X(z) = X(z) e^{2ikc_0 (z + \mathcal{T}(pT,z))}
\]

with random phase \( 2kc_0 \cdot \mathcal{T}(pT, z) \).

In (4.4), the complex exponential labeled \( e^{i\theta^X[p]} \) has a phase that depends on the velocity; this gives a pulse-to-pulse Doppler shift corresponding to the target motion. We note that this phase is deterministic and depends linearly on the pulse number \( p \). Consequently (4.4) can be written

\[
d^X[p] = e^{i\theta^X[p]} \beta^X[p],
\]

where \( \theta^X[p] = p\Theta \) and where \( \beta^X[p] \) denotes the integral factor of (4.4). This integral factor represents the overall target reflectivity at pulse \( p \).

The overall target reflectivity \( \beta^X[p] \) can be better understood if we assume the support of the scattering function \( X \) is smaller than the range resolution of the transmitted waveform. Thus in the integral of (4.4), the ambiguity function \( A \) is constant. Consequently \( \beta^X[p] \) has the form

\[
\beta^X[p] = \int q_p^X(z) dz.
\]

The fact that in (4.7) the contributions from the random phases \( 2kc_0 \cdot \mathcal{T}(pT, z) \) are integrated over the target leads to the phenomenon known as scintillation, in which small relative phase changes cause the overall target reflectivity \( \beta^X[p] \) to vary dramatically. The random displacements \( \mathcal{T} \), however, are slowly varying. Consequently, we assume that the overall target reflectivity \( \beta^X[p] \) is constant over a short sequence of \( R \) pulses.

This target model is a Swerling-I target model over a train of \( R \) pulses, except that we are treating the target scattering function as a deterministic constant, rather than assigning an exponential density to it, as Swerling did. This and related Swerling models have been the basis for target modeling at least since Swerling’s 1954 report [43]. The number \( R \), which is the number of pulses over which the Swerling-I target model holds, could vary depending on the particular target and its velocity. In the theory developed below, \( R \) is a tunable design parameter that can be matched to the data.

---

\(^2\)The inverse function theorem guarantees that the mapping \( z \mapsto z' = f(z) \) can be inverted provided that \( 0 \neq \nabla f = \mathcal{E} + \nabla z \mathcal{T} \), and the inverse can be written \( f^{-1}(z') = z' + \left[ f^{-1}(z') - z' \right] \) with the term in square brackets being called \( \mathcal{T} \). That \( \mathcal{T} \) is small can be seen from the inversion relation \( z' = f(f^{-1}(z')) = z' + \mathcal{T}(pT, z') + \mathcal{T}(pT, z') + \mathcal{T}(pT, z') + \mathcal{T}(pT, z') \) and the fact that \( \mathcal{T} \) is small.
4.1.2. STFT for target. Time-frequency plots are often used in the analysis of moving targets. Below we show how to predict the appearance of the moving target in the STFT plot. This analysis also allows us to determine the velocity resolution obtainable from the use of \( R \) pulses over which the target phase is assumed to be unchanging.

To this end, we use the discrete Fourier transform on the sequence of \( R \) pulses \( d^X[p] \approx e^{ip\theta} \beta^X[m], p = m, m+1, \ldots, m+R-1 \) as follows:

\[
D_m(e^{i\theta}) = \sum_{p=m}^{m+R-1} d^X[p] e^{-ip\theta} = \sum_{p=m}^{m+R-1} (e^{ip\theta} \beta^X[m]) e^{-ip\theta}
\]

\[
\propto \beta^X[m] e^{-i(\theta-\Theta)(R-1)/2} \frac{\sin[(\theta-\Theta)R/2]}{\sin[(\theta-\Theta)/2]}. \tag{4.8}
\]

We see that the \( R \)-pulse discrete Fourier transform (4.8) is a product of a function of \( m \) and a function of \( \theta \). Consequently, the target appears in the time-frequency plot ([\( D \)] as a color on the \( m-\theta \) plane with \( m \) on the horizontal axis) as a horizontal structure; for large \( R \) it appears as a horizontal line. Moreover, the last factor of (4.8) has a maximum at \( \theta = \Theta \), and its first zero crossing is at \( \theta - \Theta = \pi/R \). The resolution of this method of inferring \( \Theta \) corresponds to the full width of the main lobe of \( \sin[(\theta-\Theta)R/2] \), and the Rayleigh limit to resolution is consequently said to be \( 2\pi/R \). Because \( \Theta = 2k_c vT \), resolution in \( \Theta \) of \( 2\pi/R \) corresponds to a resolution in down-range velocity of

\[
v = \frac{2\pi}{R} \frac{1}{2k_c T} = \frac{\lambda_c}{2RT}, \tag{4.9}
\]

where \( \lambda_c = 2\pi/k_c \) is the wavelength of the carrier frequency of the transmitted waveform, \( T \) is the duration of the pulse \( u \), and \( R \) is the number of pulses over which the phases of the sequence \( \{d^X[p]\}_{p=0}^{R-1} \) may be assumed to increase linearly with pulse number \( p \). For a typical S-band radar operating at 2.4 GHz, \( T = 10^{-3} \) sec, \( c = 3 \times 10^8 \) m/sec, \( R = 20 \), this amounts to a velocity resolution on the order of 2 m/sec.\(^3\)

4.2. Rotating and vibrating scatterer. We model the reflectivity function for a rotating and vibrating object (such as a blade of a wind turbine) as

\[
V(t, x) = B(\mathcal{O}_t[x + T(t, x)]), \tag{4.10}
\]

where \( B \) denotes the object’s reflectivity in its own reference frame (say \( V(0, x) = B(x) \)). The matrix \( \mathcal{O}_t \) denotes an orthogonal matrix at time \( t \), and \( T \) again denotes a small translation due to wind-induced flexing and vibration. (This translation in general is different from the translation for the linearly moving target.) Here we have taken the origin to be located at the center of rotation.

Using (4.10) in (3.8) results in

\[
d^B[p] \propto \int B(\mathcal{O}_p[r][y + T(pT, y)]) e^{2ik_c \cdot \mathbf{w}} A(2\mathbf{w} \cdot \mathbf{y}/c) dy. \tag{4.11}
\]

The model (4.11), in the no-vibration case \( T = 0 \), reduces to models of the type that have previously been studied, for example, in [26].

\[^3\frac{2 \text{ m}}{\text{sec}} \times \frac{20 \text{ sec}}{\text{min}} \times \frac{20 \text{ min}}{\text{hr}} \times \frac{1 \text{ mile}}{1600 \text{ m}} \approx 4.5 \text{ miles/hr.} \]
4.2.1. Example. For the Vestas wind turbines at the Ponnequin wind farm (diagram shown in Figure 1) in southern Wyoming, $V$ is the reflectivity of a 3-bladed rotating target. For the Vestas turbines, the rotation rate is 29 revolutions per minute, or approximately one revolution every 2 seconds. Since the set of rotating blades has 3-fold symmetry, it is invariant under rotation by $2\pi/3$ and, consequently, $B(z) = B(O(2\pi/3)z)$, where $O(2\pi/3)$ denotes the orthogonal matrix corresponding to rotation by $2\pi/3$.

4.2.2. Interpretation of (4.11). We can understand (4.11) by making the change of variables

\begin{equation}
\mathbf{y} \mapsto \mathbf{z} = O_{PT}[\mathbf{y} + \mathcal{T}(pT, \mathbf{y})],
\end{equation}

which can be approximately inverted as

\begin{equation}
\mathbf{y} = O_{PT}^{-1}(z) - \mathcal{T}(pT, O_{PT}^{-1}z),
\end{equation}

where we have used the fact that $\mathcal{T}$ is small to approximate $\mathcal{T}(pT, \mathbf{y})$ by $\mathcal{T}(pT, O_{PT}^{-1}z)$. This converts (4.11) into

\begin{equation}
d^B[p] = \int B(z) e^{2ikc\mathbf{x}_0 \cdot [O_{PT}^{-1}z - \mathcal{T}(pT, O_{PT}^{-1}z)]} A(2\mathbf{x}_0 \cdot (O_{PT}^{-1}z - \mathcal{T}(pT, O_{PT}^{-1}z))/c)dz \\
\propto \int B(z) e^{2ikc\mathcal{T}(pT, O_{PT}^{-1}z)} A(2\mathbf{x}_0 \cdot (O_{PT}^{-1}z - \mathcal{T}(pT, O_{PT}^{-1}z))/c)dz,
\end{equation}

where the Jacobian is one because $O$ is orthogonal, and where $q_p$ is the effective random complex reflectivity

\begin{equation}
q^B_{PT}(z) = B(z) e^{2ikc\mathcal{T}(pT, O_{PT}^{-1}z)}.
\end{equation}

In (4.14), the complex exponential labeled “Doppler” has a phase that depends on how the point $z$ rotates with pulse number $p$; this gives a pulse-to-pulse Doppler shift corresponding to the turbine rotation. (See also the discussion below.) As before, the complex reflectivity (4.15) leads to scintillation.

**Fig. 1.** A nominal map of the Ponnequin wind farm, near the Colorado–Wyoming border, with orange markers showing the turbine locations. The dotted blue lines are iso-range curves with $1^\circ$ beam demarcations. The beam width for the S-band radar data that we are using is $1^\circ$. The radar views the wind farm from the bottom right. Map data from Google.
4.2.3. STFT for rotating blade. It is often noted that time-frequency analysis of wind turbines shows characteristic oscillatory features. We see this oscillatory behavior in Figure 2, for example. Here we carry out an STFT analysis of (4.14) that explains this behavior.

We assume the microfluctuations \( \mathcal{T} \) may be neglected, and that the ambiguity function \( A \) is constant over the support of the scatterer \( B \). Then \( d_B^p \) may be approximated as

\[
d_B^p \propto \int B(z)e^{ikx_0z}dz.
\]

We expand \( \mathcal{O}^{-1} \) about the time \( t = mT: \mathcal{O}^{-1} = \mathcal{O}^{-1}_m + \mathcal{O}^{-1}_{mT}(t - mT) + \cdots \). Then, to first order,

\[
d_B^p \propto \int B(z)e^{ikx_0z}e^{ikx_1z}e^{ikx_2z}dz
\]

\[
\propto \int B(z)e^{ikx_0z}e^{ikx_1z}e^{i\theta_m(z)(p - m)}dz,
\]

where \( \theta_m(z) = 2k_cT x_0 \cdot \mathcal{O}^{-1}_m z \). We see that for each scatterer \( z \), \( \theta_m(z) \) varies in a sinusoidal manner with the slow-time index \( m \). In particular, \( \mathcal{O}^{-1}_m z \) corresponds to the angular velocity of the scattering point \( z \). Consequently the length-\( R \) discrete-time Fourier transform with respect to the discrete variable \( p \) is

\[
D_m(e^{i\theta}) = \sum_{p=m}^{m+R-1} d_B^p e^{-ip} \propto \int B(z)e^{ikx_0z}e^{i\theta_m(z)}e^{i(\theta - \theta_m(z))(R-1)/2} \frac{\sin((\theta - \theta_m(z))P/2)}{\sin((\theta - \theta_m(z))/2)}dz.
\]

From (4.19) we see that the rotating blades correspond to completely different behavior in the time-frequency plane from the behavior exhibited by the target (4.8). Instead of a peak in the spectrum at angular frequency \( \theta = \Theta = 2k_cvT \) for a translating target of down-range velocity \( v \), each visible scatterer \( z \) on the rotating blades gives rise to peaks at \( \theta_m(z) = 2k_cT x_0 \cdot \mathcal{O}^{-1}_m z \), and these peaks move sinusoidally with the slow-time index \( m \). (See Figure 2. The horizontal axis corresponds to \( m \) and the vertical axis corresponds to \( \theta \).) We see parts of the sinusoid only at those slow times when the scatterer is visible. Thus, for example, in some cases we see a large part of a sinusoid from the blade tip. Other parts of the scatterer may be visible for only very short times (for example, the blade flash when the blade is vertical); these visibility effects are excluded from this model by our use of the Born approximation.

4.2.4. Statistical properties of backscattered return from rotating object. Define \( C(p, p') \) to be the correlation between the output \( d_B^p \) for pulse \( p \), and the output \( d_B^{p'} \) for pulse \( p' \):

\[
C(p, p') = \mathbb{E}[d_B^p(d_B^{p'})^*],
\]

where \( \mathbb{E} \) denotes expectation.

Theorem 1 (below) establishes that this function is periodic in each of the variables \( p \) and \( p' \), which is to say the sequence \( \{d_B^p\} \) is periodically correlated, or second-order cyclostationary.
Theorem 1. When $\mathcal{T}$ is stationary and a full rotation corresponds to an integral number $P$ of radar pulses, the radar data given by (4.11) are second-order cyclostationary.

Proof. We compute the autocorrelation

\begin{equation}
C(p + P, p + P') = \mathbb{E} \left[ d_B^*([p + P])(d_B^*([p' + P]))^* \right] \\
\propto \mathbb{E} \left[ \int q_{(p+P)T}(z) e^{2ik_c \hat{\theta}^0_1 \mathcal{O}_{(p+P)T}^{-1} z} d\zeta \int q_{(p'+P)T}(z') e^{-2ik_c \hat{\theta}^0_1 \mathcal{O}_{(p'+P)T}^{-1} z'} d\zeta' \right] \\
= \int \mathbb{E}[q_{(p+P)T}(z)q_{(p'+P)T}^*(z')] e^{2ik_c \hat{\theta}^0_1 (\mathcal{O}_{pT}^{-1} - \mathcal{O}_{p'T}^{-1}) z} d\zeta d\zeta',
\end{equation}

where $\mathbb{E}$ denotes expectation and where, for convenience, we have dropped the superscript $B$ on $q_B^*$. From (4.15), we see that the expectation in the last line of (4.21) is

\begin{equation}
\mathbb{E}[q_{(p+P)T}(z)q_{(p'+P)T}^*(z')]
= \mathbb{E} \left[ B(z) e^{2ik_c T((p+P)T_1,T_1) T} B^*(z) e^{-2ik_c T((p'+P)T_1,T_1) T} \right]
= \mathbb{E} \left[ B(z) e^{2ik_c T((p+P)T_1,T_1) T} B^*(z) e^{-2ik_c T((p'+P)T_1,T_1) T} \right]
= \mathbb{E} \left[ B(z) e^{2ik_c T(pT_1,T_1) T} B^*(z) e^{-2ik_c T(p'T_1,T_1) T} \right] = \mathbb{E}[q_{pT}^*(\zeta)q_{p'T}^*(\zeta')].
\end{equation}

This ensures the autocorrelation $C(p, p')$ of the sequence $\{d_B^*\}$ is periodic in each of the variables $p$ and $p'$, which is to say the sequence is cyclostationary with period $P$. \[\square\]

We shall make no further assumptions about the functional form of $C$, for to do so would be to presume more information about the scattering correlation $\mathbb{E}[q_{pT}(\zeta)q_{p'T}(\zeta')]$ than can be known for a random scatterer such as a wind turbine.

4.3. Target and clutter model assumptions. Our approach will be to model the second-order statistics for clutter, and the first-order statistics for target, so that an ACE statistic [34, 18, 19] may be computed as the score assigned to each cell of the range-Doppler plane.
4.3.1. Constant velocity target. We have assumed that the target has a constant down-range velocity \( v \) over the observation time, which means that the phase \( \theta^X[p] \) advances linearly in pulse number \( p \). In addition, we have assumed the scintillating reflectivity \( \beta^X[p] = \int q^X_p(z)dz \) is constant over \( R \) pulses, after which phase coherence is lost. Thus we organize the sequence of pulses into pulse trains, each pulse train consisting of \( R \) pulses. Over each pulse train the phase of \( d^X[p] \) advances linearly. At the end of \( R \) pulses, a new pulse train begins. The resulting set of \( P = MR \) pulses accounts for the number of pulses transmitted and received in \( 1/3 \) of a turbine period.

We parameterize the index for the \( p \)th transmitted pulse on the time interval \([0, MRT] \) as \( p = mR + r \). That is, \( p \) denotes the \( r \)th pulse in the \( m \)th pulse train. Thus, for the pulse \( p = mR + r \), the part of the signal due to the linearly translating target is

\[
d^X[mR + r] = \beta_m e^{ir\Theta},
\]

where the phase increment is \( \Theta = 2k_c v T \) and where we have written \( \beta_m = \beta^X[m] \).

For unaliased resolution of \( v \) (which is our objective), the phase advance \( \Theta \) per pulse must be less than or equal to \( 2\pi \), which is to say,

\[
|2k_c v T| \leq 2\pi \quad \text{or} \quad |v T| \leq \frac{\pi}{k_c} = \frac{\lambda_c}{2},
\]

where \( \lambda_c = 2\pi/k_c \) is the wavelength at the carrier frequency \( f_c = \omega_c/(2\pi) \). That is, the target must not travel more than a half-wavelength \( \lambda_c/2 \) of the carrier wave between pulse transmissions. This places a constraint on the radar design: for example, a carrier frequency corresponding to a wavelength of \( \lambda_c = 10 \text{ cm} \) and a pulse repetition rate of 1 KHz has a maximum unambiguous velocity of 50 m/sec, or a maximum unambiguous velocity range of \( \pm 25 \text{ m/sec} \).

4.3.2. Wind turbine. For the period \( P \) of the cyclostationary clutter, we assume \( P = MR \), where \( R \) is the number of pulses over which the phase of \( d^X[p] \) changes linearly. Thus \( P \) is the total number of pulses transmitted in \( 1/3 \) of a wind turbine rotation, after which the wind turbine returns to its original position, and the correlation function of the scatterers repeats. This means we may assemble the correlations between \( P = MR \) pulses into the correlation matrix \( \mathbf{R} \):

\[
\mathbf{R} = \begin{pmatrix}
C[1,1] & C[1,2] & \cdots & C[1,MR] \\
\vdots & \vdots & \ddots & \vdots \\
\end{pmatrix}.
\]

By way of example, for the system described in section 6, \( T = 1 \text{ msec} \), and the wind turbine, which has 3 (assumed identical) blades, undergoes a full rotation about every 2 sec. Consequently the number of pulses in \( 1/3 \) of a turbine rotation is about 2000/3. Thus for \( R = 20 \) and \( MRT = 2/3 \text{ sec} \), the resulting value of \( M \) is \( M = 100/3 \approx 33 \). So by organizing radar returns into blocks of \( 33 \cdot 20 = 660 \) pulses, we may treat each such consecutive block as if its clutter component had the same correlation structure as every other such block. This reasoning holds for clutter from a single turbine, but not for multiturbine wind farms, unless the turbines all rotate at the same angular rate.

5. Target detector. In this section, we give a more complete explanation of the material summarized in [27]. Motivated by the discussion in section 4.3, in the range
bin at delay \( \tau = 2|x|/c \) that corresponds to a wind turbine, we organize the radar returns into groups of \( R \) sequential pulses. We refer to each group as a “pulse train.” We denote the \( m \)th pulse train by the column vector \( y_m \in \mathbb{C}^R \), so that the data in the wind turbine range bin, for a 1/3 rotation of a 3-bladed wind turbine, are written \( y = [y_0^T, y_1^T, \ldots, y_{M-1}^T]^T \in \mathbb{C}^{MR} \), where the superscript \( T \) denotes transpose.

With the data for the wind turbine range bin organized in this manner, we consider possible methods for detecting the linearly moving target in the same range bin as the wind turbine. By a target detector [33], we mean a method for choosing between two hypotheses, namely, hypothesis \( H_0 \) that the radar return \( y \) consists only of radar returns from the wind turbine, versus hypothesis \( H_\theta \) that \( y \) consists of radar returns from a linearly moving target with hypothesized velocity \( v = \Theta/(2k_c T) \) in addition to returns from the wind turbine. The method for choosing between the two hypotheses depends on combining the data \( y \) to form a scalar “test statistic,” which is then compared to a threshold. If the test statistic is above the threshold, hypothesis \( H_\theta \) is chosen and the target is said to be detected; otherwise, hypothesis \( H_0 \) is chosen and the method concludes that no target is present.

The first step in the construction of a detector is the development of a complex, proper, multivariate normal model for the data, where the target signature enters the mean and the clutter correlation enters the covariance.

As outlined in section 4.3, we assume that the target return is an incoherent sequence of \( \mathcal{M} \) coherent pulse trains, each of which consists of \( R \) phase-coherent pulses. In other words, we do not enforce phase continuity between consecutive pulse trains. We do, however assume that the target remains in the same range bin and has constant velocity over \( MR \) pulses, where \( M \) is an integer \( M \leq \mathcal{M} \). Based on (4.23), we denote the target return for the \( m \)th train as

\[
\psi_R(\Theta)\beta_m, \quad m = 0, 1, \ldots, M - 1,
\]

where \( \psi_R(\Theta) = [1, e^{i\Theta}, \ldots, e^{(R-1)\Theta}]^T \in \mathbb{C}^R \) and \( \beta_m \) is the target reflectivity (4.7) at the beginning of the \( m \)th pulse train. The parameters \( \beta_m \) and \( \Theta \) are unknown. Consequently we hypothesize the distribution of \( y \) under each hypothesis as

\[
\begin{align*}
H_0 &: y \sim \mathcal{CN}_{MR}(0, R), \\
H_\theta &: y \sim \mathcal{CN}_{MR}(\beta \otimes \psi_R(\Theta), R),
\end{align*}
\]

where \( \beta = [\beta_0, \beta_1, \ldots, \beta_{M-1}]^T \in \mathbb{C}^M \) are the unknown overall target reflectivities (4.7) for each pulse train, using the notation introduced in (4.23), and using \( \otimes \) to denote Kronecker product. Here we have assumed that the wind turbine returns have zero mean and covariance \( R \) given by (4.25). Because the target parameters \( \beta \) and \( \Theta \) are unknown, our strategy will be to consider this a subspace detection problem, in which we seek a detection statistic invariant to \( \beta \). Our statistic will depend on \( \Theta \); we will seek to maximize the detection statistic as a function of \( \Theta \).

In order to fix notation (see Table 1), we give \( R \) the following pattern:

\[
R = \begin{bmatrix}
R_{00} & R_{01} & \cdots & R_{0(M-1)} \\
R_{01} & R_{11} & \cdots & R_{1(M-1)} \\
\vdots & \ddots & \ddots & \vdots \\
R_{0(M-1)} & \cdots & R_{(M-1)(M-1)}
\end{bmatrix}
\]

The covariance block \( R_{mn} \in \mathbb{C}^{R \times R} \) is \( R_{mn} = \mathbb{E}[y_m y_n^H] \) for \( m, n \in \{0, 1, \ldots, M - 1\} \).
**Table 1**

Notation summary.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>Number of pulses in a pulse train (over which target is phase coherent)</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of (R-pulse) pulse trains in a clutter period</td>
</tr>
<tr>
<td>$P = MR$</td>
<td>Number of pulses in a clutter period</td>
</tr>
<tr>
<td>$K$</td>
<td>Number of pulse trains in a clutter block</td>
</tr>
<tr>
<td>$KR$</td>
<td>Separation of number of pulse trains over which clutter is uncorrelated</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of pulse trains over which target stays in range bin ($M \leq M$)</td>
</tr>
<tr>
<td>$N = M/K$</td>
<td>Number of uncorrelated clutter blocks in a detector statistic</td>
</tr>
</tbody>
</table>

We make the assumption that $R$ is block diagonal with $N$ blocks of size $KR$, and $NKR = MR$. So, there are $N$ blocks on the diagonal, each of size $KR \times KR$. Then, we have

$$R = \text{blkdiag}[Q_{00}, Q_{11}, \ldots, Q_{(N-1)(N-1)}],$$

where $Q_{nn} = \mathbb{E}[w_n w_n^H] \in \mathbb{C}^{KR \times KR}$ under $H_0$, and $w_n^T = [y_{nK}, \ldots, y_{N(K+1)-1}]^T$.

This model amounts to an approximation that clutter is uncorrelated for pulse trains separated by more than $K$ trains. With this block-diagonal approximation, $w_n$'s are independent for $n \in \{0, \ldots, N-1\}$, each distributed as

$$H_0 : w_n \sim \mathcal{CN}_{KR}(0, Q_{nn}),$$

$$H_\Theta : w_n \sim \mathcal{CN}_{KR}(\beta_n \otimes \psi_R(\Theta), Q_{nn}),$$

and $\beta_n = [\beta[nK], \ldots, \beta[(n+1)K-1]]^T \in \mathbb{C}^K$.

The mean under hypothesis $H_\Theta$ may be written as

$$\beta_n \otimes \psi_R(\Theta) = \Psi_{KR}(\Theta) \beta_n,$$

where $\Psi_{KR}(\Theta) = I_K \otimes \psi_R(\Theta) \in \mathbb{C}^{KR \times K}$. Thus, the hypothesis test for the random vectors $w_0, \ldots, w_{N-1}$ may be written as

$$H_0 : w_n \sim \mathcal{CN}_{KR}(0, Q_{nn}),$$

$$H_\Theta : w_n \sim \mathcal{CN}_{KR}(\Psi_{KR}(\Theta) \beta_n, Q_{nn}),$$

where $n = 0, 1, \ldots, N-1$ and $N = M/K$. This is the basic hypothesis-testing model for which we derive a generalized likelihood ratio test.

The detection strategy is to construct a test statistic $\Lambda_{LR}$ that consists of a likelihood ratio

$$\Lambda_{LR} = \frac{f_\Theta(w)}{f_0(w)},$$

where $f_i(w)$ is the probability density function (pdf) of $w$ under hypothesis $i = 0$ or $\Theta$. Because of the assumed independence of the $w_n$, each pdf $f_i$ can be written as a product of the corresponding pdfs $f_{i,n}$ for each $n$:

$$\Lambda_{LR} = \prod_{n=0}^{N-1} \frac{f_\Theta(w_n)}{f_0(w_n)},$$
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where \( F(\mathbf{w}) = \prod f_{i,n}(\mathbf{w}) \). Thus the test statistic \( \Lambda_{LR} \) can be written as a product of the \( N \) likelihood ratios for each \( \mathbf{w}_n \).

The challenge in computing (5.9) is that the pdfs \( f_{\Theta,n} \) and \( f_{0,n} \) contain the unknown parameters \( Q_{nn} \) and \( \beta_n \). By replacing the unknowns under each hypothesis with their maximum likelihood (ML) estimates, we derive the generalized likelihood ratio test for this problem, under two alternative assumptions.

5.1. MPCE. In the first approach, we assume that the WTC samples from each pulse are independent and, consequently, \( Q_{nn} = \sigma_n^2 I \), where \( I \) denotes the \( KR \times KR \) identity matrix. In this case, we need to determine ML estimates of only \( \sigma_n^2 \) and \( \beta_n \).

Thus

\[
\Lambda_{MPCE} = \prod_{n=0}^{N-1} \frac{\max_{\sigma_n^2, \beta_n} f_{\Theta,n}(\mathbf{w}_n)}{\max_{\sigma_n^2} f_{0,n}(\mathbf{w}_n)}. \tag{5.10}
\]

This calculation is carried out in Appendix A. The result is

\[
\Lambda_{MPCE} = \prod_{n=0}^{N-1} \frac{1}{(1 - \eta_n^2)^{KR}}, \quad \text{where} \quad \eta_n^2 = \frac{|P_{\Psi} \mathbf{w}_n|^2}{|\mathbf{w}_n|^2}, \tag{5.11}
\]

where \( P_{\Psi} = \Psi(\Psi^H \Psi)^{-1} \Psi^H \) denotes the orthogonal projection onto the range of \( \Psi = \Psi_{KR}(\Theta) \). [Here the superscript \( H \) denotes (Hermitian) conjugate transpose.]

The ratio \( \eta_n^2 \) thus has the geometrical interpretation of being the square of the cosine of the angle between \( \mathbf{w}_n \) and the subspace spanned by \( \Psi_{ KR}(\Theta) \).

A monotone function of \( \Lambda_{MPCE} \) is

\[
1 - \frac{1}{(\Lambda_{MPCE})^{1/KR}} = 1 - \prod_{n=0}^{N-1} (1 - \eta_n^2). \tag{5.12}
\]

Because \( 0 \leq \eta_n^2 \leq 1 \), this detector test statistic ranges between 0 and 1.

5.2. MPACE. An alternative approach is to exploit any available training data to estimate the unknown clutter correlation. In particular, we assume that we can obtain a training sample of \( L \) copies of \( \mathbf{z}_l \sim CN_{MR}(\mathbf{0}, \mathbf{R}_{zz}) \) under \( H_0 \), i.e., samples of radar returns from the wind turbine only, where

\[
\mathbf{R}_{zz} = \text{blkdiag}[\sigma_0^2 Q_{00}, \sigma_1^2 Q_{11}, \ldots, \sigma_{N-1}^2 Q_{(N-1)(N-1)}] \tag{5.13}
\]

for some unknown set of relative scalings \( \{\sigma_0^2, \sigma_1^2, \ldots, \sigma_{N-1}^2\} \). We assume that \( L \geq KR \). Partitioning the training data matrix as \( \mathbf{Z} = [\mathbf{z}_0, \ldots, \mathbf{z}_{L-1}] = [\mathbf{Z}_0^T, \ldots, \mathbf{Z}_{N-1}^T]^T \), \( \mathbf{Z}_n \in \mathbb{C}^{KR \times L} \), we find that the generalized likelihood ratio (GLR) [33] for the hypothesis test in (5.7) is

\[
\Lambda_{GLR} = \frac{\max_{(\sigma_n^2, \beta_n, Q_{nn})} f_{H_0}(\mathbf{W}, \mathbf{Z})}{\max_{(\sigma_n^2, Q_{nn})} f_{H_0}(\mathbf{W}, \mathbf{Z})}, \tag{5.14}
\]

where the pdfs \( f_{H_0}(\mathbf{W}, \mathbf{Z}) \) and \( f_{H_0}(\mathbf{W}, \mathbf{Z}) \) are the joint pdfs of the test data \( \mathbf{W} = [\mathbf{w}_0, \ldots, \mathbf{w}_{N-1}] \) under \( H_0 \) and \( H_1 \), respectively, and the training data \( \mathbf{Z} = [\mathbf{Z}_0^T, \ldots, \mathbf{Z}_{N-1}^T]^T \). The assumption (5.4) allows us to write (5.14) as

\[
\Lambda_{GLR} = \prod_{n=0}^{N-1} \frac{\max_{\sigma_n^2, \beta_n, Q_{nn}} f_{H_0}(\mathbf{w}_n, \mathbf{z}_n)}{\max_{\sigma_n^2, Q_{nn}} f_{H_0}(\mathbf{w}_n, \mathbf{z}_n)}. \tag{5.15}
\]
As in the MPCE case, each factor of (5.15) can be written using the results in [17, 18, 19], by replacing the unknown parameters \( \{ \sigma^2_n, \beta_n, Q_{nn} \}_{n=0}^{N-1} \) with their ML estimates under each hypothesis. The result is

\[
\Lambda_{GLR} = \prod_{n=0}^{N-1} \frac{1}{1 - \rho_n^2}^{1/(KR)},
\]

(5.16)

where \( \rho_n^2 = \frac{v_n^H P_{2n} v_n}{|v_n|^2} \) is the ACE score, \( v_n = \hat{Q}_{nn}^{-1/2} w_n \) is a whitened version of \( w_n \), where \( \hat{Q}_{nn} = \frac{1}{T} Z_n Z_n^H \) is the sample covariance matrix for the \( n \)th block, \( G_n = \hat{Q}_{nn}^{-1/2} \Psi_{KR}(\Theta) \), and \( P_{2n} \) denotes the projection operator onto the subspace spanned by \( G_n \). The quantity \( \rho_n^2 \), which can also be written

\[
\rho_n^2 = \frac{|P_{2n} v_n|^2}{|v_n|^2},
\]

is the square of the cosine of the angle between the whitened vector \( v_n \) and the subspace spanned by the whitened \( G_n \). Details of the derivation of (5.16) are given in the appendix.

We call the detector test statistic of (5.16) MPACE. It is a product of \( N = M/K \) sine-squared terms, and each sine-squared term is one minus an ACE score, which is itself a coherence score.

A monotone function of \( \Lambda_{GLR} \) is

\[
1 - \left( \frac{1}{\Lambda_{GLR}} \right)^{1/(KR)} = 1 - \left( \prod_{n=0}^{N-1} \left( 1 - \rho_n^2 \right)^{1/(KR)} \right) = 1 - \prod_{n=0}^{N-1} \left( 1 - \rho_n^2 \right).
\]

(5.18)

Because \( 0 \leq \rho_n^2 \leq 1 \), this detector test statistic ranges between 0 and 1.

Note that we are free to choose \( R, K, \) and \( M \) in our experiments. Therefore, the MPACE detector consists of the product of \( N = M/K \) time-domain ACE scores, \( \rho_n^2 \), each of which processes \( K \) pulse trains of duration \( R \) to form a cosine-squared statistic [34, 18, 19]. These scores have the virtue that they are invariant to scalings of the target signature \( \psi \), and of the time-domain blocks of data \( w_n \). The detector in (5.16) is derived based on the approximation of \( R \) by a block-diagonal matrix with blocks of size \( KR \) for some \( 1 \leq K \leq M \leq M \).

The choice of the three parameters \( R, M, \) and \( K \) must be selected by the designer based on experimental evidence. A more detailed discussion of the parameter choice, together with an alternative frequency-domain approach, can be found in [27].

6. Results. In this section, we summarize the results in [27] of testing the detector of section 5 on real data.

We obtained a set of S-band, dual-polarization data from the CSU-CHILL National Weather Radar Facility located in Greeley, Colorado and operated by Colorado State University. The system operates at a center frequency of \( f_c = 2.725 \) GHz, which corresponds to a wavelength \( \lambda_c \) of 11 cm. The pulse repetition interval \( T \) is 1.042 msec \( \approx 1 \) msec, and the system has 1 MHz bandwidth, which corresponds to a pulse duration of 1 \( \mu \)sec = \( 10^{-6} \) sec. The transmitted waveforms are “continuous-wave” pulses, meaning that \( w \) of (3.1) is approximately a characteristic function of duration 1 \( \mu \)sec. We used 99349 \( \approx 10^5 \) pulses. This means the total data record has duration \( \approx 10^5 \) pulses \( \times 10^{-3} \) sec/pulse = 100 sec. The CHILL radar system recorded returns with a maximum range of 75 km, aggregated into 500 range bins, each 150 m wide.
Figure 1 shows the layout of the Ponnequin wind farm, with iso-range curves superimposed. The figure also shows the 150 m range bins and $1^\circ$ beam demarcations. The beam width for the S-band radar data that we are using is $1^\circ$, so ten boxes correspond to the width of the beam. There are 4 lines of wind turbines totaling 44.

The radar was pointed towards the Ponnequin wind farm, about 63 km away. Although the wind farm contains both NEG and Vestas turbines, we focused our attention on range bin 435, which we believe contains only a single Vestas turbine. The Vestas turbines (model 47) rotate at only a single nonzero rate, namely, 29 rpm. The blades are 77 feet long, and the pivot is 227 feet above the ground. These operate at a constant blade pitch while the blades are moving.

In Figure 2 we show the STFT of the pulse history of the 435th range bin. It exhibits the characteristic periodicity associated with clutter from a wind turbine. After approximately 65 sec, the orientation of the wind turbine changed, increasing the Doppler extent of the clutter. Empirically, the turbine period is $2.091 \text{ sec} (\approx 2007 \text{ pulses})$, which is reasonably close to the turbine’s nominal operating frequency of 29 rpm.

We caution the reader that Figure 2 is used for qualitative insight only. Nowhere in our theory do we use an STFT of the data to implement our detectors. Moreover, our only use of cyclostationarity is to argue that the correlation structure of the WTC repeats itself every $MR$ pulses.

In addition, we obtained an additional set of data recorded using the CSU-CHILL platform which observed an unidentified aircraft passing through its line of sight with minimal stationary clutter. This aircraft seemed to be on an approach to Denver International Airport. These data was recorded with the same system parameters (center frequency, pulse duration, etc.) as the WTC data. For these data, the maximum unambiguous velocity range is $\pm 25 \text{ m/sec}$. We superimposed the two pulse histories (aircraft and wind turbine) to obtain the pulse history of a single, synthetic range bin containing both airplane and turbine.

We expect this to be a good approximation to realistic data from an aircraft and wind turbine at the same range. The airplane’s signal-to-noise ratio is approximately $-25.7 \text{ dB}$ relative to the turbine. The target is present in the range bin in question for approximately two seconds, starting about 23 seconds into the dataset, likely moving at a nominal velocity of $-70 \text{ m/sec}$ (an inference from public flight records and from our experimental data). As this is outside the maximum unambiguous velocity range, we observe instead an aliased copy of the airplane at an apparent velocity of $-20 \text{ m/sec}$.

The data were divided into a training set ($\approx 9$ turbine periods) and a test set ($\approx 15$ turbine periods). The training period was the final 18 seconds and the test period was the initial 31 seconds. From Figure 2 we see that the training was done while the wind turbine was oriented differently from the test data.

We compared the MPACE detector (5.16) to its nonadaptive counterpart MPCE, in which we replace $R$ by the identity matrix. In Figure 3, we plot the MPCE and MPACE detector scores for each hypothesized velocity (vertical axis). In both figures, a resolution cell has dimensions $\frac{\lambda_c}{(RT)} \text{ m/sec in velocity and } MRT \text{ sec in time}$. We see that that the airplane is rendered nearly undetectable by the nonadaptive MPCE. The MPACE detector, however, is able to separate the target from the clutter. Here we used $R = 17$ and $K = 1$. We see that the coherence detector

---

4Airplanes and turbines are typically far enough apart that multiple scattering between them is unlikely and even if present would appear in a different range bin.
Fig. 3. MPCE detection (left) compared with MPACE detection (right) for $K = 1$ and $M = 1, 2, 4$.

distributes clutter power evenly over the entire Doppler plane by whitening, whereas the matched filter leaves the WTC power distributed unevenly within its Doppler extent.

In Figure 4, we plot slices through the plots of Figure 3 at the expected (aliased) target velocity in order to demonstrate detection and range resolution.

7. Conclusions. In this paper we have derived a measurement model for target and clutter in a pulse-Doppler radar system. The model has three design parameters: $R$, the number of consecutive pulses over which baseband phase increases linearly in response to a constant velocity target; $M$, the number of such $R$-pulse trains over which a target remains in a given range bin at a fixed velocity; and $K$, the parameter that models the $MR \times MR$ wind clutter covariance as a block-diagonal matrix of $N$ different $KR \times KR$ blocks. The assumption that the clutter covariance is uncorrelated over pulses sequences of length greater than $K$ may be a particularly
appropriate approximation in the case of a scanning radar, with which we see the
target and clutter only for short periods during each rotation of the radar.

This measurement model is then used to derive a GLR test. This test is a thresh-
old test that uses a bulk coherence statistic, consisting of an incoherent geometric av-
erage of coherently computed ACE scores. Each ACE score is an ACE between an R-
dimensional measurement and a K-dimensional subspace of $\mathbb{C}^R$. The R-dimensional
measurement is the output of $R$ consecutive range-compressed samples.

Experimental results demonstrate that the coherence detector approximately
whitens WTC and detects $-25$ dB targets embedded in the dominant clutter band of
the wind turbine.

We leave for future work the following issues:

- extension of this work to the important case of a wind farm with multiple
turbines;
- thorough study of the sensitivity to the parameters $R$, $K$, and $M$ and develop-
ment of methods for their estimation.

Appendix A. MPCE. The numerators of (5.10) have the form

\begin{equation}
\max_{\sigma^2, \beta} f_{\Theta}(w) = \max_{\sigma^2, \beta} \frac{e^{-|w-\Psi \beta|^2/\sigma^2}}{\sigma^2 KR},
\end{equation}

where for notational convenience we have dropped the subscripts $n$ and where $\sigma^2$ is
the unknown variance of $w - \Psi \beta$. Maximizing (A.1) with respect to $\sigma^2$ results in the
estimate $\hat{\sigma}^2 = |w - \Psi \beta|^2/(KR)$. Using $\hat{\sigma}^2$ back in (A.1) results in

\begin{equation}
\max_{\sigma^2, \beta} f_{\Theta}(w) = \max_{\beta} \frac{e^{-KR}}{(\pi \hat{\sigma}^2 KR)^{KR}} = \max_{\beta} \left( \frac{R}{e\pi |w - \Psi \beta|^2} \right)^{KR}
\end{equation}

which is maximized for

\begin{equation}
\hat{\beta} = \arg \min_{\beta} |w - \Psi \beta|^2 = (\Psi^H \Psi)^{-1} \Psi^H |w|
\end{equation}

under hypothesis $H_\Theta$. Here the superscript $H$ denotes (Hermitian) conjugate trans-
opose. The corresponding ML estimate under hypothesis $H_0$ is $\hat{\beta} = 0$.

The pdf for hypothesis $H_\Theta$ is then

\begin{equation}
f_{\Theta}(w) = \left( \frac{R}{e\pi |w - P_\Psi w|^2} \right)^{KR},
\end{equation}
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where \( P_{\Psi} = \Psi (\Psi^H \Psi)^{-1} \Psi^H \) is the orthogonal projection operator onto the range of \( \Psi \). Similarly, the pdf for hypothesis \( H_0 \) is

\[
f_0(w) \propto \left( \frac{R}{\epsilon \pi |w|^2} \right)^{KR},
\]

so that the likelihood ratio is

\[
f_\Theta(w) = \frac{|w|^{2R}}{\left| w - P_{\Psi} w \right|^{2KR}} = \left( \frac{w^H w}{w^H (I - P_{\Psi}) w} \right)^R = \left( \frac{1}{1 - \eta^2} \right)^{KR},
\]

where

\[
\eta^2 = \frac{w^H P_{\Psi} w}{w^H w}.
\]

A monotone function of the likelihood ratio is the coherence \( \Lambda_C = 1 - \left( f_\Theta/f_0 \right)^{1/(2KR)} = \eta^2 \).

### Appendix B. Derivation of MPACE.

This appendix follows [17, 18, 19] and [27]).

In the hypothesis test (5.14), we must find the ML estimates for \( Q_{mm}, \sigma_m^2, \) and \( \beta_m \). This is done from the test and training data \( Z \). For simplicity we drop the subscripts, and we write the model for the subspace detection problem as

\[
w = \Psi \beta + n,
\]

where \( w \) and \( n \in \mathbb{C}^{KR}, \beta \in \mathbb{C}^K, \) and \( \Psi \) is a \( KR \times K \) complex matrix. The noise \( n \) is assumed to be distributed as \( \mathcal{CN}(0, Q) \). We consider the case in which \( \Psi \) is known, but \( \beta, \sigma^2 \), and \( Q \) are all unknown. Hypothesis \( H_0 \) corresponds to \( \beta = 0 \); hypothesis \( H_\Theta \) corresponds to \( \beta \) nonzero. Detection of a signal corresponds to deciding \( H_\Theta \) over \( H_0 \).

In order to estimate \( Q \), we are given training data \( Z = [z_0, \ldots, z_{L-1}] \), where the \( z_l \in \mathbb{R}^{KR} \) are mean zero, independent, and identically distributed. Then each \( z_l \) is distributed as \( \mathcal{CN}(0, \sigma^2 Q) \), where \( \sigma^2 \) is also unknown. Note that \( \sigma^2 \) here is the unknown scale of the training data, and not the scale of the noise as in the previous appendix.

The pdf for hypothesis \( H_\Theta \) is

\[
f_\Theta(w, Z) = f_\Theta(w) \prod_{l=0}^{L-1} f_\Theta(z_l) = \frac{e^{-z_l^H Q^{-1} z_l/\sigma^2}}{\pi^{KR} \det(Q)} \prod_{l=0}^{L-1} \frac{e^{-z_l^H Q^{-1} z_l/\sigma^2}}{\pi^{KR} \det(Q)} = \frac{1}{(\pi^{KR} \det(Q))^{L+1} (\sigma^2)^{LKR}} \exp \left[ -(L + 1) \text{Tr}(Q^{-1} \mathbf{M}_\Theta) \right];
\]

where the superscript \( H \) denotes Hermitian conjugate (conjugate transpose), \( \text{Tr} \) denotes trace, and where under hypothesis \( H_\Theta, \mathbf{M}_\Theta \) is the matrix

\[
\mathbf{M}_\Theta = \frac{(w - \Psi \beta)(w - \Psi \beta)^H + \sum z_l z_l^H / \sigma^2}{L + 1}.
\]

The pdf for hypothesis \( H_0 \) is the same as (B.2) except that \( \beta = 0 \) and \( \mathbf{M}_\Theta \) is replaced by \( \mathbf{M}_0 \) in which \( \beta = 0 \).
The ML estimates for $Q$ under hypotheses $H_0$ and $H_0$ turn out to be equal to $M_0$ and $M_0$, respectively. If we replace $Q$ by $M_0$ and $M_0$ in the appropriate versions of (B.2), we find that

$$f_{M_0}(w, Z) = \frac{e^{-1}}{(\pi^{KR}\det M_0)^{L+1}(\sigma^2)^{LKR}}$$

and the corresponding result for $f_0$ is obtained from setting $\beta = 0$.

Next we maximize expression (B.4) to obtain the ML estimate for $\sigma_b$. We note that $f_\Theta$ is proportional to $(\sigma^2)^n(1 + \sigma^2b)^m$, where $n = KR$, $m = -(L + 1)$, and $b = (w - \Psi\beta)^H\widehat{Q}^{-1}(w - \Psi\beta)/L$. The maximum of such an expression occurs at $\sigma^2 = \hat{\sigma}_\Theta^2$, where

$$\hat{\sigma}_\Theta^2 = \frac{-n}{(n + m)b} = \frac{-LKR}{(KR - L - 1)(w - \Psi\beta)^H\widehat{Q}^{-1}(w - \Psi\beta)}$$

and the result $\hat{\sigma}_0^2$ (under hypothesis $H_0$) is obtained by setting $\beta = 0$. 

\[ (B.8) \]
Substituting (B.8) into (B.7), we find
\[
\begin{align*}
\Bigl( \Psi^{-1/2} \bfitw - \Psi^{-1/2} \bfitbeta \Bigr)^H \bfitQ^{-1} \Bigl( \Psi^{-1/2} \bfitw - \Psi^{-1/2} \bfitbeta \Bigr) & = \frac{e^{-1}(\widehat{\sigma}_0^2)^{KR}}{\left( \det \bfitQ \right)^{KR} \left( \frac{\pi L}{L+1} \right)^{L+1} \left( 1 - \frac{KR}{\pi L} \right)^{L+1}} \\
& = (G^H G)^{-1} G v,
\end{align*}
\]
and similarly for \( M_0 \).

Finally we maximize (B.9) with respect to \( \bfitbeta \). The maximum is attained at
\[
\bfitbeta = \argmin_\bfitbeta \left( \bfitw - \Psi \bfitbeta \right)^H \bfitQ^{-1} \left( \bfitw - \Psi \bfitbeta \right)
\]

\[
= \argmin_\bfitbeta \left( \bfitQ^{-1/2} \bfitw - \bfitQ^{-1/2} \Psi \bfitbeta \right)^H \left( \bfitQ^{-1/2} \bfitw - \bfitQ^{-1/2} \Psi \bfitbeta \right)
\]

\[
= (G^H G)^{-1} G v,
\]

where \( G = \bfitQ^{-1/2} \Psi \) and \( v = \bfitQ^{-1/2} \bfitw \). The expression (B.10) applies under hypothesis \( H_\Theta \), and the same expression with \( \bfitbeta = 0 \) applies under hypothesis \( H_0 \).

With the above ML expressions for \( Q, \sigma^2 \), and \( \bfitbeta \) under each hypothesis, the likelihoods are \( f_\Theta(\bfitw, \bfitz) \) and \( f_0(\bfitw, \bfitz) \), respectively, and their ratio is

\[
\lambda = \frac{f_\Theta(\bfitw, \bfitz)}{f_0(\bfitw, \bfitz)} = \left( \frac{\widehat{\sigma}_0^2}{\sigma_0^2} \right)^{KR} = \left( \frac{\bfitw^H \bfitQ^{-1} \bfitw}{(\bfitw - \Psi \bfitbeta)^H \bfitQ^{-1} (\bfitw - \Psi \bfitbeta)} \right)^{KR}
\]

\[
= \frac{v^H v}{v^H (I - P_G) v}^{KR} = \frac{1}{\left( 1 - \frac{v^H P_G v}{v^H v} \right)^{KR}} = \frac{1}{(1 - \rho^2)^{KR}},
\]

where \( G = \bfitQ^{-1/2} \Psi \), \( v = \bfitQ^{-1/2} \bfitw \), \( P_G = G(G^H G)^{-1} G \), and \( \rho^2 = \frac{v^H P_G v}{v^H v} \). In the fourth equality, we have used the fact that \( (I - P_G)^2 = I - P_G \).

A monotone function of \( \lambda \) is the coherence \( \Lambda = 1 - \frac{1}{\lambda^{1/(KR)}} = \rho^2 \).
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