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Abstract

We study in this work the concept of instantaneous time mirrors that were
recently introduced in the physics literature by M. Fink et al in [1]. They offer a
new method for time reversal with a simplified experimental setup compared to
classical techniques. At the mathematical level, these time mirrors are modeled
by singularities in the time variable in the coefficients of a wave equation, and
a prototype of such singularity is a Dirac delta. Our main goal in this work is
to obtain refocusing estimates for the wavefield that quantify the quality of time
reversal. This amounts to analyze the wave equation with Dirac-type singularities
and develop a proper regularity theory as well as derive uniform estimates.

1 Introduction

This work is concerned with the mathematical analysis of Instantaneous Time Mirrors
(ITM) that were introduced recently in [1], and which offer a new avenue for time
reversal. The latter is a technique developed by M. Fink and collaborators in the
nineties, see e.g. [5], based on the idea that if time is reversed in the wave equation
∂2t u = ∂2xu for instance, that is t becomes −t, then the equation is not changed. This fact
was successfully exploited in order to focus waves: suppose that (i) a signal is emitted
from a point source at a time t = 0 and propagates according to some time-reversible
equations (e.g. a linear hyperbolic system without absorption such as acoustic, elastic,
or electromagnetic wave equations), then (ii) is recorded and time-reversed at time T
(i.e. what is recorded last is sent back first), and finally (iii) is re-emitted for back-
propagation during a time T . Then, at time 2T , the signal refocuses at the location
of the point source. The quality of refocusing depends on various factors, such as how
much of the signal was recorded during reversal and how heterogeneous is the underlying
medium of propagation.

∗pinaud@math.colostate.edu
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Time reversal has found many important applications in medical imaging, non-
destructive testing, and telecommunications for instance. Its main practical difficulty
is the measurement/reversal process: detectors (transducers) must operate both as
recorders and emitters, and must occupy a sufficiently large domain of space for sharp
focusing. This is often difficult to realize.

The groundbreaking nature of [1] is that time reversal can actually be achieved
without any measurements and without a complex experimental apparatus. The main
idea is that sudden and strong perturbations in the medium of propagation generate
back-propagating waves that refocus at the emission point. The procedure is referred to
in [1] as creating an instantaneous time mirror, and opens interesting new perspectives
as on the one hand the experimental procedure is simplified, and on the other some
situations where time reversal was not feasible (e.g. quantum systems where phases
are difficult to measure and the state of the system is modified by measurements) are
amenable to reversal provided the background can be controlled. Note that ITM fall
into the context of time refraction and time reflection where energy is in general not
conserved, contrary to spatial refraction/reflection, see [8].

At the mathematical level, ITM are modeled by time-singular coefficients in hyper-
bolic equations. The prototype of such singularity is a delta function at a given time
T , that represents the (strong) perturbation due to the ITM at T . In [1], this is the
sudden and strong shaking of a water tank that changes abruptly the wave velocity of
surface waves. A signal emitted at time t = 0, perturbed by an ITM at t = T , will then
refocus at its source at time t = 2T .

The objective of the present work is to continue the analysis of ITM that we began in
[2]. In the latter, we analyzed the refocusing wave in the context of wave equations with
Dirac-type singularities. We proved refocusing estimates (the notion will be introduced
further in the paper) for the wave equation with spatially constant coefficients. This al-
lowed us to use the Fourier transform and pursue a fine analysis of the time-singularities
in Fourier space. We generalize in this work the refocusing estimates to wave equations
with smooth variable coefficients. Naturally, the use of Fourier techniques is not possible
and we need to resort to different methods. A feature of ITM is that the refocusing
wave is the time derivative of the original wave. This will be reflected in the estimates
where there is a loss of a derivative.

The article is organized as follows: in Section 2, we introduce some background on
ITM and state our main results. The latter consists of two theorems: in the first one,
we obtain refocusing estimates for the wave equation with varying coefficients when the
ITM is modeled by an approximation of a Dirac delta; in the second theorem, we show
that the system obtained by removing the approximation is well-posed. The proofs of
these theorems are given in Sections 3 and 4. We provide in the Appendix derivations
of wave equations with time-dependent coefficients in the context of electromagnetics,
elasticity, and fluids.

Acknowledgment. This work is supported by NSF CAREER Grant DMS-1452349
and NSF grant DMS-2006416. The author would like to thank Lenya Ryzhik for an
interesting discussion.
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2 Main results

We start by introducing some background on ITM.

2.1 Preliminaries

Notations. For d ≥ 1, p ∈ [1,∞] and s ∈ R, we denote by Lp(Rd) and Hs(Rd) the
usual Lebesgue and Sobolev spaces. BV (Ω) is the space of functions with bounded
variations in a domain Ω, with BVloc and Lploc the local versions of BV and Lp. C∞(Rd)
is the space of infinitely differentiable functions, and C∞c (Rd) the space of C∞(Rd)
functions with compact support. For two real-valued functions f and g, we define
(f, g) =

∫
Rd f(x)g(x)dx.

The wave equation. We consider the following wave equation (we suppose here all
variables have been non-dimensionalized):

∂2t uε = a(x)∇ ·
(
b(x)

(
1 + χ(x)ηε(t)

)
∇uε

)
, (t, x) on R+ × Rd, (1)

where a and b are two functions modeling a smooth, unperturbed background, and
the term χ(x)ηε(t) models the action of the ITM. For simplicity of the analysis, we
suppose that (1) is posed over the entire Rd, d ≥ 1. Our results can be generalized to
bounded domains with appropriate boundary conditions without difficulty. For T > 0
and 0 < ε ≤ T given, the function ηε has the form

ηε(t) =

 η0 ε
−1 when |t− T | < ε/2

0 otherwise.

The ITM acts therefore at time t = T over a window ε and with amplitude η0ε
−1. The

function ηε is an approximation of a delta function at t = T with weight η0, and χ
is a regularized version of the characteristic function of the spatial domain where the
ITM acts (we can have χ = 1 if the ITM acts on the whole Rd). Our analysis can be
straightforwardly generalized to multiple ITM perturbations of the form

N∑
i=1

χi(x)η(i)ε (t),

where η
(i)
ε has the same form as ηε and is centered at Ti.

We will suppose that a and b are in C∞(Rd) with bounded derivatives and positive
constants a, ā, b, b̄ such that

a ≤ a(x) ≤ ā, b ≤ b(x) ≤ b̄. (2)

We assume as well that χ ∈ C∞(Rd) with bounded derivatives, and that χ is positive
to ensure that the velocity c2ε(t, x) = a(x)b(x)(1 + χ(x)ηε(t)) remains positive. All the
C∞ regularity assumptions are not crucial and can be relaxed to a control of just a few
derivatives.
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The wave equation equation (1) is complemented with the initial conditions

u(t = 0, x) = u0(x) ∈ H3(Rd), ∂tu(t = 0, x) = u1(x) ∈ H2(Rd). (3)

As will be proved further, such a regularity is needed in order to obtain optimal re-
focusing estimates. We suppose that u0 and u1 are real-valued, and as a consequence
the solution u is real-valued as well since the coefficients in (1) are real. The case of
complex-valued initial conditions is simply obtained by separating real and imaginary
parts.

Physical derivations of wave equations with time-dependent coefficients of the form
(1) are given in the Appendix in the context of electromagnetics, elasticity, and surface
waves. The solution uε is then the surface height for the latter, or related to the
magnetic, electric, displacement field for the former.

Time reversal and refocusing. We introduce in this paragraph some necessary
background on ITM and some results from [2]. In order to investigate the refocusing
induced by the ITM, it is convenient to recast (1) as a first-order system: let vε ∈ Rd

such that [
b(1 + χηε)

]−1∂vε
∂t

+∇uε = 0, a−1
∂uε
∂t

+∇ · vε = 0. (4)

The system (4) can itself be stated as

A(x)
∂uε
∂t

+Dj ∂uε
∂xj

= Vε(t, x)S[uε], (5)

where Vε(t, x) = b(x)(1 + χ(x)ηε(t)), and uε = (vε, uε), S[uε] = −(∇uε, 0) (which are
both considered as column vectors), A = Diag(b−1, · · · , b−1, a−1) (b−1 repeated d times),
and (Dj)mn = δm,(d+1)δn,j+δn,(d+1)δm,j, with j = 1, · · · , d, and m,n = 1, · · · , d+1. Here
and below, we use the summation convention over repeated indices. Equation (5) is
equipped with the initial condition u0 = (v0, u0), where v0 is such that a−1u1+∇·v0 = 0.
We will need the Green’s function of the unperturbed equation (5), i.e. with V = 0,
defined by

A(x)
∂G(t, x, y)

∂t
+Dj ∂G(t, x, y)

∂xj
= 0, G(0, x, y) = Iδ(x− y), (6)

where I is the (d + 1) × (d + 1) identity matrix and δ the Dirac delta. We extend the
Green’s function Gt to negative values of t by solving (6) for t < 0, and find G−tΓ = ΓGt,
for Γ = Diag(−1, · · · ,−1, 1) the time reversal matrix. We will use the notation

Gt(u)(x) =

∫
Rd

G(t, x, y)u(y)dy.

The unperturbed solution to (5), i.e. with V = 0, is denoted by U = (V, U). The
following decomposition of uε, obtained in [2], is key to understanding the refocusing
effects of an ITM: the wavefield uε can be written as

uε(t) = U(t) + uR(t) + uF (t) + Rε(t), (7)
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where uR is a backward (time-reversed) propagating wave, uF a forward propagating
wave, and Rε a correction term. The precise expression of these terms can be found
in [2], and Rε will be our main focus. The decomposition (7) holds for any solution to
the wave equation, and in general Rε has no reason to be small at all and can actually
dominate. The latter reads

Rε(t) =

∫ t

0

Gt−s

(
Vε(s)A

−1(S[uε](s)− S[U](s))
)
ds.

In the ITM context, the term Rε becomes negligible for small ε, and this is the
mathematical explanation for the observation of a time-reversed focusing wave. The
time-reversed field uR at the refocusing time t = 2T is then the dominating term and
reads

uR(2T, x) =

∫
Rd

Kε(x, y)∂tU(y)dy

with

Kε(x, y) = −η0
2ε

∫ ε
2

− ε
2

ΓG(2s, x, y)ds.

The kernel Kε is an approximation of −δ(x − y)Γ/2 when ε is sufficiently small since
G(0, x, y) = δ(x − y)I. Some blurring in the refocusing is introduced when ε is not
zero, and refocusing is perfect is the limit ε→ 0. An important observation is that one
reconstructs the time derivative of the initial condition ∂tU(t = 0) and not the initial
condition U(t = 0). The ITM hence acts as a time differentiator, and this will be seen
in the estimates.

The fact that Rε is negligible when ε is small is proved in [2] when the coefficients
a, b and χ are all constant. This allows for the use of the Fourier transform and (1) is
reduced in Fourier space to

∂2t ûε(t, ξ) + ηε(t)|ξ|2ûε(t, ξ).

This is a one-dimensional Schrödinger equation in the variable t with the singular po-
tential −ηε(t)|ξ|2. One can then precisely estimate ûε in terms of ε and ξ and obtain
sufficient regularity to treat Rε.

Our goal in this work is to generalize this result to the case of variable a, b and χ.
The fact that Rε(t) is negligible when t ≥ T + ε/2 (the time right after the end of the
pertubation) follows from the following heuristical arguments: the non-zero component
of S[U]− S[uε] in the definition of Rε reads, for any s ∈ [T − ε

2
, T + ε

2
],

∇(uε(s)− U(s)) = ∇(uε(s)− uε(s− ε)) +∇(uε(s− ε)− U(s)).

As s − ε < T − ε
2
, we are therefore before the beginning of the perturbation, and the

second term in the r.h.s. is actually equal to ∇U(s− ε)−∇U . Since ∇U is smooth (i.e.
it has at least one time derivative), this second term is negligible provided ε is small
compared to a parameter estimating ∇U in some norm. The same applies to the first
term provided ∇uε has some regularity in time. The essential ingredient in estimating

5



Rε is then a uniform bound for ∂t∇uε in (L∞loc(R+, L
2(Rd)))d, which will eventually pro-

vide us with an optimal control in terms of ε, that is Rε = O(ε) in some appropriate
sense. This bound is of course more difficult to obtain than in the constant coefficients
case since the Fourier transform is not available. We refer to the relation Rε = O(ε)
as an optimal refocusing estimate. It is possible to obtain non optimal estimates of the
form Rε = O(εγ) for γ < 1 assuming less regularity on the data.

We state now our main results.

2.2 Results

Using standard methods and assumptions (2)-(3), see e.g. [4], Chapter 7, it is not
difficult to establish that (1) admits a unique solution uε such that uε ∈ L∞loc(R+, H

3(Rd))
and ∂2t uε ∈ L∞loc(R+, H

1(Rd)). Our first result is the theorem below, that provides us
with a uniform estimate on uε. This estimate is used in the second statement of the
theorem in order to obtain the optimal refocusing estimate Rε = O(ε).

Theorem 2.1 Let uε be the solution to (1) with the initial conditions given in (3).
Then, we have the estimate, for all τ > 0,

‖uε‖L∞(0,τ,H2) + ‖∂tuε‖L∞(0,τ,H1) ≤ C‖u0‖H3 + C‖u1‖H2 , (8)

where C ≡ C(a, b, χ, η0, τ) is independent of ε. Moreover, write Rε = (Wε, wε), where
Wε is a vector with d components. We have then the estimate, for all τ > 0,

‖Wε‖L∞(0,τ,H−1) + ‖wε‖L∞(0,τ,L2) ≤ Cε, (9)

where C ≡ C(a, b, χ, η0, τ, u0, u1) is independent of ε.

Note the loss of a spatial derivative in the uniform estimates (8): one needs uε(t =
0) ∈ H3 and ∂tuε(t = 0) ∈ H2 to obtain a uniform control of uε(t) and ∂tuε(t) in H2

and H1, respectively. This is induced by the time singularity of the coefficients created
by the ITM. This loss is optimal in the sense it is also there in the case of constant
coefficients addressed in [2] where the Fourier transform allows for exact calculations.
Owing to the heuristics that a time derivative is equivalent to a spatial derivative for
the free the wave equation, this spatial loss can be related to the fact that the ITM acts
as a time differentiator, as mentioned earlier.

The proof of (8) is based on three estimates obtained in six steps, and our main
goal is to get the bound on ∂t∇uε in (L∞loc(R+, L

2(Rd)))d. In the first step, we derive
a classical energy estimate for ∇uε in L2; now, this estimate is only uniform in ε at
the location of the perturbation, modeled by χ. In the second step, we extend the
estimate to the entire Rd at the price of losing one derivative. At the end of these
first two steps, we have obtained uniform estimates for uε in L∞loc(R+, L

2(Rd)) and for
∂tuε in L∞loc(R+, H

−1(Rd)). We then differentiate the equation twice, and use the same
procedure as in steps 1 and 2 to arrive at the desired result for ∂t∇uε.

Estimate (9) is a direct consequence of (8) and the equations satisfied by the different
components of Rε.
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Our second result concerns the limit ε → 0, and provides us with an existence and
uniqueness theorem for the limiting wave equation with a Dirac delta at time t = T .
The ITM is seen via a jump condition on the time derivative of the solution at t = T .

Theorem 2.2 Consider the wave equation, for t > 0, and t 6= T ,

∂2t u = a(x)∇ ·
(
b(x)∇u

)
, (10)

equipped with the initial conditions (3) and the following jump condition at t = T :

∂tu(T+, x) = ∂tu(T−, x) + η0a(x)∇ ·
(
b(x)χ(x)∇u(T, x)

)
. (11)

Then, the above system admits a unique solution u in C0(R+, H
3/2(Rd))∩L∞loc(R+, H

2(Rd))
such that ∂tu ∈ L∞loc(R+, H

1(Rd)) ∩ BVloc(R+, H
−1/2(Rd)). Equation (10) is verified al-

most everywhere in (0, T ) × Rd and in (T,+∞) × Rd, and the jump condition (11) is
satisfied in H−1/2(Rd).
Moreover, uε converges to u as ε→ 0 in L∞loc(R+, H

2(Rd)) weak-∗.

The rest of the paper is dedicated to the proofs of Theorems 2.1 and 2.2.

3 Proof of Theorem 2.1

We will consistenly use that a, b and χ are smooth functions, and that a, b are positive
and bounded below. We will not recall these facts for each estimate, and for simplicity
will not make explicit the dependency of the various constants on a, b, χ. The esti-
mates will be derived for regular initial conditions u0 and u1 in C∞c (Rd) to justify the
calculations, in particular the integration by parts over Rd using finite speed of prop-
agation of the support of the solution. Hence, we will work with a solution uε that is
infinitely differentiable with respect to the spatial variables and with bounded spatial
support for finite times, and that has two bounded derivatives with respect to t. The
case u0 ∈ H3(Rd) and u1 ∈ H2(Rd) follows by a simple limiting argument.

3.1 First estimate

We derive in this section uniform bounds for uε and ∂tuε in L2(Rd) and H−1(Rd), respec-
tively. The first step is to obtain a uniform control at the location of the perturbation.

Step 1: We begin with a classical energy estimate. Let

Eε(t) =
1

2

∫
Rd

(
|∂tuε(t, x)|2 + c2(x)|∇uε(t, x)|2

)
dx,

and

Fε(t) =
1

2

∫
Rd

c2(x)χ(x)|∇uε(t, x)|2dx,

where we have set c2(x) = a(x)b(x) > 0. The term Eε is the total energy over the
entire Rd, while Fε is the “kinetic” energy at the support of the perturbation. The
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calculations in the proof are justified since uε has sufficient regularity. In particular, the
wave equation (1) is satisfied everywhere on R+ × Rd, and we find, by multiplying (1)
by ∂tuε and integrating in x, for all t > 0,

dEε(t)

dt
+ ηε(t)

dFε(t)

dt
= −

∫
Rd

b(x)(1 + χ(x)ηε(t))∇a(x) · ∇uε(t, x) ∂tuε(t, x)dx

=: Aε(t).

We have, using the Cauchy-Schwarz inequality, for all t > 0,

|Aε(t)| ≤ C(1 + ηε(t))Eε(t).

Let now t±ε = T ± 1
2
ε, and ηε,0 = η0/ε. Then, since ηε(t) = ηε,0 for t ∈ (t−ε , t

+
ε ),

dEε(t)

dt
+ ηε,0

dFε(t)

dt
≤ C(1 + ηε,0)Eε(t), t ∈ (t−ε , t

+
ε ),

which yields, for all t ∈ (t−ε , t
+
ε ),

Eε(t) + ηε,0Fε(t) ≤
(
Eε(t

−
ε ) + ηε,0Fε(t

−
ε )
)
eC(ε+η0). (12)

As a consequence, for all t ∈ (t−ε , t
+
ε ),

Fε(t) ≤
(
εη−10 Eε(t

−
ε ) + Fε(t

−
ε )
)
eC(ε+η0) =: (M0,ε)

2. (13)

This last estimate is uniform in ε since Eε(t) and Fε(t) are continuous in time and
independent of ε before the perturbation. Note that (13) only provides us with a uniform
control at the location of the perturbation, and that estimate (12) does not yield a
uniform bound over the entire Rd. For this, we need to exploit the latter estimate on
Fε and go back to the wave equation, at the price of losing one derivative.

Step 2. We exploit here estimate (13) on Fε to control uε and ∂tuε over Rd. We
rewrite (1) as

∂2t uε = −aL0uε + auε + aηεL1uε, (t, x) ∈ R+ × Rd,

where
L0u = −∇ ·

(
b∇u

)
+ u, L1u = ∇ ·

(
bχ∇u

)
.

Recalling that b ∈ C∞(Rd) with 0 < b ≤ b(x) ≤ b̄ and bounded derivatives, the
operator L0 is self-adjoint when equipped with the domain H2(Rd). For s ∈ R, the
inverse operator L−10 is an isomorphism from Hs−2(Rd) to Hs(Rd), and its square root
an isomorphism from Hs−1(Rd) to Hs(Rd), with in particular

C‖f‖Hs−1 ≤ ‖L−1/20 f‖Hs ≤ C−1‖f‖Hs−1 .

We will use several times the following lemma.
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Lemma 3.1 Let τ > 0, f ∈ L∞(0, τ, L2(Rd)), and u ∈ L∞(0, τ,H2(Rd)) with ∂2t u ∈
L∞(0, τ, L2(Rd)) such that

∂2t u = −aL0u+ au+ f, (t, x) a.e. (14)

For all t ∈ (0, τ), we have then the estimate, for some C ≡ C(a, b, τ) > 0 independent
of u and f :

‖u(t)‖L2 + ‖L−1/20 (a−1∂tu(t))‖L2

≤ C‖u(0)‖L2 + C‖L−1/20 (a−1∂tu(0))‖L2 + C

∫ t

0

‖a−1f(s)‖H−1ds.

Proof. Consider first the weighted L2 norm,

‖u‖2a =

∫
Rd

|u(x)|2a−1(x)dx,

which is equivalent to the usual L2 norm since a > 0 is bounded below and above. The
calculations below are justified since u has the required regularity. We have

1

2

d

dt
‖u(t)‖2a = (a−1∂tu, u)

= −(a−1∂tu, L
−1
0 a−1∂2t u) + (a−1∂tu, L

−1
0 u) + (a−1∂tu, L

−1
0 a−1f),

where we used (14) to express u. With

G(t) =
1

2

(
‖u(t)‖2a + ‖L−1/20 (a−1∂tu(t))‖2L2

)
,

we find

dG(t)

dt
= B(t) :=

(
L
−1/2
0 (a−1∂tu), L

−1/2
0 (a−1f)

)
+
(
L
−1/2
0 a−1∂tu, L

−1/2
0 u

)
.

We have, using the Cauchy-Schwarz inequality,

|B(t)| ≤ ‖L−1/20 (a−1∂tu)‖L2

(
‖L−1/20 a−1f‖L2 + C‖u‖L2

)
≤ CG(t) + CG1/2(t)‖a−1f‖H−1 ,

where we exploited the fact that L
−1/2
0 is an isomorphism from H−1(Rd) to L2(Rd).

Then,
dG(t)

dt
≤ CG(t) + CG1/2(t)‖a−1f(t)‖H−1 , t. a.e.

which is equivalent to

d

dt

(
e−CtG(t)

)
≤ Ce−CtG1/2(t)‖a−1f(t)‖H−1 , t. a.e.

This yields the estimate, for t ∈ (0, τ),

G1/2(t) ≤ CG1/2(0) + C

∫ t

0

‖a−1f(s)‖H−1ds,
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which concludes the proof after direct algebra.

Using the previous lemma with u(t) = uε(t
−
ε + t), f(t) = aηε(t

−
ε + t)L1uε(t

−
ε + t), we

find the estimate, for t ∈ (t−ε , t
+
ε ),

‖uε(t)‖L2 + ‖∂tuε(t)‖H−1

≤ C‖uε(t−ε )‖L2 + C‖∂tuε(t−ε )‖H−1 + C

∫ t

t−ε

ηε(s)‖bχ∇uε(s)‖L2ds.

The last term is controlled by ∫ t+ε

t−ε

ηε(s)(Fε(s))
1/2ds,

which, together with (13), gives, for all t ∈ (t−ε , t
+
ε ),

‖uε(t)‖L2 + ‖∂tuε(t)‖H−1 ≤ C‖uε(t−ε )‖L2 + C‖∂tuε(t−ε )‖H−1 + CM0,ε =: M1,ε. (15)

This is our first uniform estimate over Rd. Note that in order to control uε and
∂tuε in L2(Rd) and H1(Rd), respectively, we need one more derivative for each via the
constant M0,ε which depends on the norms of uε and ∂tuε in H1(Rd) and L2(Rd). We
iterate now twice in order to control higher spatial derivatives of uε and ∂tuε. The
method is similar as above.

3.2 Second estimate

Step 1. We differentiate (1) with respect to xj, j = 1, · · · , d, and introduce v(j) :=
∂xjuε. We use the shorthand fj := ∂xjf to denote the partial derivative of a function f
with respect to xj. With the previous definitions of L0 and L1 at hand, we have

∂2t v
(j) = −aL0v

(j) + av(j) + aηεL1v
(j) + L2uε + L3uε, (16)

where

L2uε = (c2 + c2ηεχ)j∆uε

L3uε = a∇(b+ bηεχ)j · ∇uε + aj∇(b+ bηεχ) · ∇uε.

With

E(j)
ε (t) =

1

2

∫
Rd

(
|∂tv(j)(t, x)|2 + c2(x)|∇v(j)(t, x)|2

)
dx,

and

F (j)
ε (t) =

1

2

∫
Rd

c2(x)χ(x)|∇v(j)(t, x)|2dx,

we obtain from (16) the standard energy estimate, for t > 0,

dE
(j)
ε (t)

dt
+ ηε(t)

dF
(j)
ε (t)

dt
=

(
∂tv

(j), L2uε + L3uε
)
. (17)
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We estimate now the right-hand side. Classical interpolation yields first

‖L2uε + L3uε‖L2 ≤ C(1 + ηε(t))(‖uε‖L2 + ‖∆uε‖L2).

Moreover, there exists a constant C > 0 independent of uε such that

‖∆uε(t)‖2L2 ≤ C
d∑
j=1

∫
Rd

c2(x)|∇v(j)(t, x)|2dx.

Introducing

E1,ε(t) :=
d∑
j=1

E(j)
ε (t), F1,ε(t) :=

d∑
j=1

F (j)
ε ,

we then find, together with (15) in order to control the L2 norm of uε, for t ∈ (t−ε , t
+
ε ),

‖L2uε(t) + L3uε(t)‖L2 ≤ C(1 + ηε(t))(M1,ε + (E1,ε(t))
1/2).

Going back to (17), we find for t ∈ (t−ε , t
+
ε ), after using the Young inequality,

dE1,ε(t)

dt
+ ηε(t)

dF1,ε(t)

dt
≤ C(1 + ηε(t))E1,ε(t) + C(1 + ηε(t))M

2
1,ε.

This provides us with the estimate, for t ∈ (t−ε , t
+
ε ),

E1,ε(t) + ηε,0F1,ε(t) ≤ C
(
E1,ε(t

−
ε ) + ηε,0F1,ε(t

−
ε ) +M2

1,ε

)
,

leading to

F1,ε(t) ≤ C
(
εη−10 E1,ε(t

−
ε ) + F1,ε(t

−
ε ) + εη−10 M2

1,ε

)
=: (M2,ε)

2. (18)

Again, the uniform estimate only holds at this point at the location of the perturbation,
and it is extended below to Rd by using Lemma 3.1.

Step 2. We have first the following estimate, that is a consequence of (18),

‖L1v
(j)‖H−1 ≤ C‖bχ∇v(j)‖L2 ≤ CM2,ε.

The next two estimates are straightforward:

‖L3uε‖H−1 ≤ C(1 + ηε)‖uε‖L2 ≤ C(1 + ηε)M1,ε

‖L2uε‖H−1 ≤ C(1 + ηε)‖∇uε‖L2 .

Using now Lemma 3.1 for (16), and summing from j = 1 to d, we find for t ∈ (t−ε , t
+
ε ):

‖∇uε(t)‖L2 + ‖∂t∇uε(t)‖H−1 ≤ C‖∇uε(t−ε )‖L2 + C‖∂t∇uε(t−ε )‖H−1

+ C

∫ t

t−ε

(1 + ηε(s))(M1,ε +M2,ε + ‖∇uε(s)‖L2)ds.

Gronwall’s Lemma then yields the estimate, for t ∈ (t−ε , t
+
ε ):

‖∇uε(t)‖L2 + ‖∂t∇uε(t)‖H−1 ≤ C
(
‖∇uε(t−ε )‖L2 + ‖∂t∇uε(t−ε )‖H−1 +M1,ε +M2,ε

)
=: M3,ε. (19)

We have therefore just obtained a uniform bound in H1(Rd) and L2(Rd) for uε and
∂tuε, respectively. We iterate one last time to control ∂tuε in H1(Rd), which is what is
needed to prove refocusing. We do not detail some of the calculations since the method
is similar to what is done is the previous steps.
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3.3 Third estimate

Step 1. We differentiate (16) with respect to xi, i = 1, · · · , d, and denote v(ij) :=
∂2xixjuε. We have

∂2t v
(ij) = −aL0v

(ij)+av(ij)+aηεL1v
(ij)+L2v

(i)+L3v
(i)+L′2v

(j)+L′3v
(j)+L4uε+L5uε, (20)

where

L′2u = (c2 + c2ηεχ)i∆u

L′3u = a∇(b+ bηεχ)i · ∇u+ ai∇(b+ bηεχ) · ∇u
L4u = (c2 + c2ηεχ)ij∆u

L5u = ai∇(b+ bηεχ)j · ∇u+ a∇(b+ bηεχ)ij · ∇u+ aij∇(b+ bηεχ) · ∇u.

With

E(ij)
ε (t) =

1

2

∫
Rd

(
|∂tv(ij)(t, x)|2 + c2(x)|∇v(ij)(t, x)|2

)
dx

F (ij)
ε (t) =

1

2

∫
Rd

c2(x)χ(x)|∇v(ij)(t, x)|2dx,

we obtain from (20) the energy estimate

dE
(ij)
ε (t)

dt
+ ηε(t)

dF
(ij)
ε (t)

dt
=
(
∂tv

(ij), Sε
)
, (21)

where
Sε = L2v

(i) + L3v
(i) + L′2v

(j) + L′3v
(j) + L4uε + L5uε.

We now estimate Rε. Let

‖D3uε‖2L2 :=
d∑

i,j,k=1

∫
Rd

|∂3xixjxkuε|
2dx.

Direct calculations yield

‖Sε‖L2 ≤ C(1 + ηε)(‖uε‖H1 + ‖D3uε‖L2). (22)

Let moreover

E2,ε :=
d∑

i,j=1

E(ij)
ε (t), F2,ε :=

d∑
i,j=1

F (ij)
ε .

For t ∈ (t−ε , t
+
ε ), we then find, combining (21) and (22), after using the Young inequality,

dE2,ε(t)

dt
+ ηε(t)

dF2,ε(t)

dt
≤ C(1 + ηε(t))E2,ε + C(1 + ηε(t))(M

2
1,ε +M2

3,ε).

This provides us with the estimate, for t ∈ (t−ε , t
+
ε ),

E2,ε(t) + ηε,0F2,ε(t) ≤ C
(
E2,ε(t

−
ε ) + ηε,0F2,ε(t

−
ε ) +M2

1,ε +M2
3,ε

)
,

leading to

F2,ε(t) ≤ C
(
εη−10 E2,ε(t

−
ε ) + F2,ε(t

−
ε ) + εη−10 M2

1,ε + εη−10 M2
3,ε)
)

=: (M4,ε)
2. (23)
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Step 2. We extend finally (23) to Rd, and simply need for this to estimate Sε in
H−1(Rd). We find

‖Sε‖H−1 ≤ C(1 + ηε)(‖uε‖L2 + ‖∆uε‖L2). (24)

Also,
‖L1v

(ij)‖H−1 ≤ C‖bχ∇v(ij)‖L2 ≤ CM4,ε. (25)

Combining (24), (25) with Lemma 3.1, and summing over i, j, we obtain for t ∈ (t−ε , t
+
ε ):

‖∆uε(t)‖L2 + ‖∂t∆uε(t)‖H−1 ≤ C‖∆uε(t−ε )‖L2 + C‖∂t∆uε(t−ε )‖H−1

+ C

∫ t

t−ε

(1 + ηε(s))(M1,ε +M4,ε + ‖∆uε(s)‖L2)ds.

Gronwall’s Lemma then yields the estimate, t ∈ (t−ε , t
+
ε ):

‖∆uε(t)‖L2 + ‖∂t∆uε(t)‖H−1

≤ C
(
‖∆uε(t−ε )‖L2+‖∂t∆uε(t−ε )‖H−1 +M1,ε +M4,ε

)
. (26)

3.4 Conclusion

We have everything needed now to conclude. Collecting (15)-(19)-(26), we find, for
t ∈ (t−ε , t

+
ε ),

‖uε(t)‖H2 + ‖∂tuε(t)‖H1 ≤ C‖uε(t−ε )‖H3 + C‖∂tuε(t−ε )‖H2 . (27)

For t ≤ t−ε , we have ηε(t) = 0 and perturbation has not occured yet. Since, on the one
hand, uε and ∂tuε are continuous in time along with all of their spatial derivatives, and
on the other, (1) propagates the regularity of the initial conditions, we have

‖uε(t−ε )‖H3 + C‖∂tuε(t−ε )‖H2 ≤ C‖u0‖H3 + C‖u1‖H2 . (28)

In the same way, we have after the perturbation, for any t ∈ (t+ε , τ),

‖uε(t)‖H2 + C‖∂tuε(t)‖H1 ≤ Cτ‖uε(t+ε )‖H2 + Cτ‖u1(t+ε )‖H1 .

Together with (27)-(28), this gives, for any τ > 0,

‖uε‖L∞(0,τ,H2) + C‖∂tuε‖L∞(0,τ,H1) ≤ Cτ‖u0‖H3 + Cτ‖u1‖H2 .

This proves estimate (8) for smooth u0, u1. For u0, u1 with the regularity given in (3),
it suffices to proceed by density and a limiting argument. This concludes the proof of
(8). We now turn to the remainder term Rε.

Estimates on Rε. Denote by wε the last component of the vector Rε. From the
definition of Rε, we verify that it satisfies

∂2twε = a(x)∇ ·
(
b(x)∇wε

)
+ a(x)∇ ·

(
b(x)ηε(t)∇(uε − U)

)
, (t, x) on R+ × Rd,

equipped with vanishing initial conditions. We recall that uε and U denote the perturbed
and unperturbed solutions, respectively. Given that uε and U belong to L∞loc(R+, H

3(Rd)),
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it follows that the above equation admit a unique solution in L∞loc(R+, H
3(Rd)) with sec-

ond order time derivatives in L∞loc(R+, H
1(Rd)). Applying Lemma 3.1, we obtain, for

t ≥ T + ε/2,

‖wε(t)‖L2 + ‖L−1/20 (a−1∂twε(t))‖L2 ≤ C

∫ t

0

ηε(s)‖∇(uε − U)(s)‖L2ds. (29)

This last term is equal to

η0ε
−1
∫ ε/2

−ε/2
‖∇(uε − U)(T + s)‖L2ds,

which we now estimate. Since uε(t) = U(t) for t ≤ T −ε/2, we have, for s ∈ [−ε/2, ε/2],

∇(uε − U)(T + s) = ∇uε(T + s)−∇uε(T + s− ε) +∇U(T + s− ε)−∇U(T + s).

Now, we know that ∂t∇U ∈ L∞loc(R+, L
2(Rd)), and that ∂t∇uε is uniformly bounded in

L∞(0, τ, L2(Rd)) for all τ > 0 according to estimate (8). This yields

‖∇(uε − U)(T + s)‖L2 ≤ Cε, (30)

and as a consequence, together with (29)

‖wε(t)‖L2 + ‖L−1/20 (a−1∂twε(t))‖L2 ≤ Cε, (31)

for all t > 0. This gives an estimate for wε.
We turn now to the remaining d components of Rε, denoted Wε. We verify that

Wε solves

b−1
∂Wε

∂t
+∇wε = χηε∇(uε − U),

with Wε(t = 0, x) = 0. Combining (30) and (31), we find, for all t > 0,

‖Wε(t)‖H−1 ≤ C

∫ t

0

(
‖∇wε(s)‖H−1 + ηε(s)‖∇(U − uε)(s)‖H−1

)
ds ≤ Ctε.

This concludes the proof of Theorem 2.1.

4 Proof of Theorem 2.2

We gather first standard compactness results. Estimate (8) leads to the existence of
u ∈ L∞loc(R+, H

2(Rd)) with ∂tu ∈ L∞loc(R+, H
1(Rd)), and of a subsequence {uεj}j∈N

converging to u in L∞loc(R+, H
2(Rd)) weak-∗ such that ∂tuεj → ∂tu in L∞loc(R+, H

1(Rd))

weak-∗ as j →∞. A consequence of such regularity for u is that u ∈ C0(R+, H
3/2(Rd)).

We pass now to the limit in (1). Let ϕ ∈ C∞c (R+ × Rd). Then

〈a−1∂tuεj , ∂tϕ〉 = −〈uεj ,∇ · [b(1 + χηεj
)
∇ϕ]〉, (32)

where

〈u, v〉 =

∫
R+

∫
Rd

u(t, x)v(t, x)dtdx.
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Since ηεj(t)→ η0δ(t− T ) as j →∞ in the sense of measures, and estimate (8) implies
that uεj → u strongly in C0([0, τ ], L2(Ω)) for any τ > 0 and any open bounded set Ω,
we deduce from (32) and the various convergences of {uεj}j∈N stated above that

〈a−1∂tu, ∂tϕ〉 = −〈u,∇ · [b∇ϕ]〉 − η0(u(T, ·),∇ · [bχ∇ϕ(T, ·)])
= 〈∇u, b∇ϕ〉+ η0(∇u(T, ·), bχ∇ϕ(T, ·)). (33)

Since a > 0 is smooth and bounded below and above, this shows in particular that

|〈∂tu, ∂tϕ〉| ≤ C‖u‖C0([0,τ ],H3/2(Rd))‖ϕ‖C0(R+,H1/2(Rd)), ∀ϕ ∈ C∞c (R+ × Rd),

and as a consequence ∂tu ∈ BVloc(R+, H
−1/2(Rd)). Above, τ is such that the support

in time of ϕ is included in [0, τ ].
The next step is to identify the jump condition at t = T . For k ≥ 1, consider

ϕk(t, x) = χk(t)ψ(x), with ψ ∈ H1(Rd) and χk the continuous function equal to one
in [T − 1/k, T + 1/k], to zero in [0, T − 2/k] ∪ [T + 2/k,R+), and that is linear in
[T − 2/k, T − 1/k]∪ [T + 1/k, T + 2/k]. Equation (33) holds for ϕ = ϕk. The first term
in the r.h.s of (33) with ϕ = ϕk goes to zero as k →∞ by dominated convergence since
χk(t)→ 0 pointwise for t 6= T . The second term in the r.h.s is simply

η0(∇u(T, ·), bχ∇ψ).

The term in the l.h.s of (33) reads

k

∫ T−1/k

T−2/k
〈∂tu(s, ·), ψ〉H−1/2,H1/2ds− k

∫ T+2/k

T+1/k

〈∂tu(s, ·), ψ〉H−1/2,H1/2ds.

Since ∂tu ∈ BVloc(R+, H
−1/2(Rd)), we can take the limit k → ∞ above and obtain the

expression
〈a−1∂tu(T−, ·), ψ〉H−1/2,H1/2 − 〈a−1∂tu(T+, ·), ψ〉H−1/2,H1/2 .

Collecting results, we find

〈a−1∂tu(T−, ·), ψ〉H−1/2,H1/2 − 〈a−1∂tu(T+, ·), ψ〉H−1/2,H1/2 = η0(∇u(T, ·), bχ∇ψ),

which is

∂tu(T+, x) = ∂tu(T−, x) + η0a(x)∇ · [b(x)χ(x)∇u(T, x)] in H−1/2(Rd),

and we have obtained the jump condition.
We now show that the wave equation is satisfied almost everywhere. Taking a

test function ϕ in (33) with time support in (0, T ), we find from (33), since ∂tu ∈
L∞loc(R+, H

1(Rd)),
〈a−1∂tu, ∂tϕ〉 = 〈∇u, b∇ϕ〉.

Since u ∈ L∞loc(R+, H
2(Rd)), this shows that ∂2t u ∈ L∞(0, T,H2(Rd)). Proceeding in the

same way, we find ∂2t u ∈ L∞loc(T,+∞, H2(Rd)). As a consequence, the equation

∂2t u = a∇ · (b∇u)
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is satisfied almost everywhere in (0, T )× Rd and in (T,R+)× Rd.
We turn finally to the uniqueness of solutions, which is straightforward: by stan-

dard uniqueness results for the wave equation, the solution u is unique up to any
time t < T . In particular, ∂tu and ∇u are uniquely defined up to t < T . Since
∂tu ∈ BVloc(R+, H

−1/2(Rd)), it follows that ∂tu(t, x) admits a limit in H−1/2(Rd) as
t → T−, and since ∇u is continuous in time with values in H1(Rd) as obtained in the
beginning of the proof, this shows that the term

∂tu(T−, x) + η0a(x)∇ · [b(x)χ(x)∇u(T, x)]

is uniquely defined in H−1/2(Rd). Standard uniqueness for the wave equation for times
t > T with initial conditions u(T+, x) = u(T, x) and ∂tu(T+, x) equal to the expression
above yield finally a unique solution for all times t ∈ R+.

As a conclusion, the entire sequence {uε} converges to u since (10)-(11) admits a
unique solution. This ends the proof.

5 Appendix

We describe here how the wave equation (1) with time-dependent coefficients arises in
applications.

Electromagnetics. In absence of free charges, the three dimensional Maxwell equa-
tions read  ∂tB = −∇× E, ∇ ·B = 0

∂tD = ∇×H, ∇ ·D = 0,

augmented with the constitutive relations

D(t,x) = ε(t,x)E(t,x), B(t,x) = µ(t,x)H(t,x),

where x = (x, y, z). The coefficients ε(t, x) and µ(t, x), supposed to be scalars here, are
the permittivity and permeability of the underlying isotropic material of propagation,
respectively. It is assumed that the dispersive effects of the material are neglected, and
therefore that the relationship between D and E, as well as between B and H is local
in time. It is explained in [6] how time-dependent ε(t, x) and µ(t, x) can be engineered
in applications.

Consider first the following transverse magnetic case where

E(t, x, y) =


0

0

Ez(t, x, y)

 , B(t, x, y) =


Bx(t, x, y)

By(t, x, y)

0


Maxwell’s equations then reduce to

∂tBx = −∂yEz
∂tBy = ∂xEz

∂t
(
εEz
)

= ∂x
(
µ−1By

)
− ∂y

(
µ−1Bx

)
.
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According to the divergence free condition on B, there exists a u such that Bx = ∂yu,
and By = −∂yu. Setting Ez = ∂tu, we obtain the wave equation

∂t
(
ε(t, x)∂tu

)
= ∇ · (µ−1(t, x)∇u).

In the context of time reversal and ITM, it is shown in [2] that there is no refocusing
when both coefficients ε(t, x) and µ(t, x) are time singular. This is because the wave
equation does not admit smooth solutions with respect to the time variable in this
case, and the quality of refocusing can be quantified in terms of ∂tu as we have seen in
Theorem 2.1. Supposing therefore that ε(t, x) is independent of time, we recover (1).

In the transverse electric case, we have,

B(t, x, y) =


0

0

Bz(t, x, y)

 D(t, x, y) =


Dx(t, x, y)

Dy(t, x, y)

0


and we obtain the wave equation

∂t
(
µ(t, x)∂tu

)
= ∇ · (ε−1(t, x)∇u),

where Bz = ∂tu, Dx = −∂yu, and Dy = ∂yu. We recover now (1) when the permeability
µ is independent of time.

Elasticity. In the case of an isotropic material with negligible shear modulus (i.e. a
non-rigid material), the Navier-Cauchy equations reduce to

∂t
(
ρ(t, x)∂tu

)
= ∇

(
λ(t, x)∇ · u

)
,

where u ∈ R3 is the displacement field, ρ is the mass density, and λ the first Lamé coef-
ficient. Again, one can find in [6] examples of mechanical systems with time-dependent
ρ and λ.

Set w = ρ∂tu. If w is irrotational at t = 0, then w remains irrotational because of
the above equation, and we can write w(t,x) = ∇φ(t,x). With p = −λ∇ ·u, we obtain
the system  ∂tw = ∇p

∂t
(
λ−1p

)
= −∇

(
ρ−1w

)
.

Defining p = −∂tφ, we find the wave equation

∂t
(
λ−1∂tφ

)
= ∇

(
ρ−1∇φ

)
.

We then recover (1) when λ−1 does not depend on time.

17



Fluids. In the seminal work [1], waves at the surface of a water tank are modeled by
the following wave equation, neglecting surface tension and therefore dispersive effects,

∂2t u = c20(1 + αδ(t− T ))∆u, in R2.

Above, u is the surface height, c0 is the (constant) background velocity, and αδ(t− T )
represents the action of the ITM at t = T . This wave equation can be derived from the
Euler system, see e.g. [3].

Note that the wave equation (1) with time singular coefficients seems more difficult
to justify physically in the context of sound waves. Indeed, while it is possible to derive
some type of wave equations with time-dependent coefficients for sound waves, see [7],
these models are justified for slowly varying (in time) coefficients, which is certainly not
the case for an ITM.
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