Weak Galerkin finite element methods for Darcy flow: Anisotropy and heterogeneity
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A B S T R A C T

This paper presents a family of weak Galerkin finite element methods (WGFEMs) for Darcy flow computation. The WGFEMs are new numerical methods that rely on the novel concept of discrete weak gradients. The WGFEMs solve for pressure unknowns both in element interiors and on the mesh skeleton. The numerical velocity is then obtained from the discrete weak gradient of the numerical pressure. The new methods are quite different than many existing numerical methods in that they are locally conservative by design, the resulting discrete linear systems are symmetric and positive-definite, and there is no need for tuning problem-dependent penalty factors. We test the WGFEMs on benchmark problems to demonstrate the strong potential of these new methods in handling strong anisotropy and heterogeneity in Darcy flow.
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1. Introduction

For convenience of presentation, we concentrate on the two-dimensional Darcy equation, which is usually formulated as

\[
\begin{align*}
\nabla \cdot (-K \nabla p) &= f, & \mathbf{x} \in \Omega, \\
p &= p_D, & \mathbf{x} \in \Gamma_D, \\
\mathbf{u} \cdot \mathbf{n} &= u_N, & \mathbf{x} \in \Gamma_N,
\end{align*}
\]

(1)

where \( \Omega \subset \mathbb{R}^2 \) is a bounded polygonal domain, \( p \) the unknown pressure, \( \mathbf{u} \) the Darcy velocity, \( K \) a permeability tensor that is uniformly symmetric positive-definite, \( f \) a source term, \( p_D, u_N \) are respectively Dirichlet and Neumann boundary data, \( \mathbf{n} \) the unit outward normal vector on \( \partial \Omega \), which has a nonoverlapping decomposition \( \Gamma_D \cup \Gamma_N \). When \( \Gamma_D \neq \emptyset \), the problem has a unique solution.

Here is a list of commonly used finite element methods for solving the Darcy equation, or more generally, elliptic boundary value problems.
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• **Continuous Galerkin (CG) FEMs** [7]. There are different opinions on whether CGFEMs are not locally conservative [21]. CGFEMs generally have smaller numbers of unknowns. CGFEMs assume continuous (polynomial) approximants and are not flexible for certain problems that have solutions with low regularity.

• **Discontinuous Galerkin (DG) FEMs** [2] (and the references therein). DGFEMs utilize discontinuous shape functions that exhibit great flexibility in handling complicated domain geometry and problems with low regularity. DGFEMs are parallelizable by design. But for the symmetric formulations, one has to choose sufficiently large penalty factors to ensure stability of the numerical methods [18]. Choosing appropriate penalty factors is problem-dependent and hence a drawback in applications of DGFEMs.

• **DG FEMs with weak overpenalization (WOP)** [6]. The inconvenience of choosing penalty factors motivates the weakly overpenalized DGIFEMs, which avoid choosing penalty factors by means of weak over-penalization. However, these methods result in large condition numbers, even though simple block-diagonal preconditioners are available [6].

• **Mixed FEMs** [9]. The mixed methods solve for the pressure and Darcy velocity simultaneously. But it is well known that the mixed FEMs result in saddle-point problems, whose solvers are more complicated than those for definite systems [5].

• **Hybridized FEMs** [13] (and the references therein). Hybridization introduces new unknowns (Lagrangian multipliers) and relax the continuity constraints across element interfaces. Hybridization proliferates (conceptually) the numbers of unknowns, although degrees of freedom are actually smaller after certain variables are eliminated.

The weak Galerkin finite element methods introduced in [34] adopt a completely different approach. They rely on novel concepts such as weak functions, the weak gradient operator, discrete weak functions, and discrete weak gradients. As is well known, the variational formulation of a second order elliptic problem relies on the duality of the classical gradient operator. Locality of a finite element space implies relative independence of elementwise shape functions and local conservation. However, shape functions in element interiors could be related to their values on the element interfaces through integration by parts. The weak gradient operator characterizes exactly this connection, see Eq. (3) in Section 2. Discrete weak gradient operators inherit the connection for finite dimensional (Galerkin type) polynomial approximation subspaces, see Eq. (5) in Section 2.

The Darcy’s law has its fundamental importance in flow and transport in porous media [12,15–17,19,23,24,27]. Although Darcy’s law can be essentially treated as an elliptic problem, the quantities of interest are pressure and velocity (flux) and the focus is placed on flow features. In this paper, we investigate the performance of the novel WGFEMs on handling the numerical difficulties brought up by anisotropy and heterogeneity in permeability.

The rest of this paper is organized as follows. In Section 2, we explain a line of new concepts such as weak functions, weak gradients, discrete weak functions, and discrete weak gradients. Based on these, we develop weak Galerkin finite element methods for Darcy flow. Section 3 addresses implementation issues of the WGFEMs. Section 4 briefly reviews other existing numerical methods for Darcy flow. Section 5 presents numerical simulations of the WGFEMs on several benchmark problems for Darcy flow. Section 6 concludes the paper with some remarks.

## 2. WGFEMs for Darcy flow

The weak Galerkin finite element methods were first introduced in [34] by using a weakly defined gradient operator over discontinuous functions. The concept of weak gradient and its approximations result in discrete weak gradients, which will play an important role in the WGFEMs for Darcy flow.

### 2.1. Weak functions and discrete weak gradients

Let \( E \) be a triangular or rectangular element with interior \( E^o \) and boundary \( \partial E := \partial E \).

A **weak function** on \( E \) refers to a pair of scalar-valued functions \( v = (v^o, v^\partial) \) such that \( v^o \in L_2(E^o) \) and \( v^\partial \in H^{1/2}(\partial E) \). Here \( v^o \) can be understood as the value of \( v \) in the interior of \( E \), whereas \( v^\partial \) is the value of \( v \) on the boundary of \( E \). Note that \( v^\partial \) may not necessarily be the trace of \( v^o \), should a trace be defined. We denote by \( W(E) \) the space of all weak functions on \( E \):

\[
W(E) = \{ v = (v^o, v^\partial) : v^o \in L_2(E^o), v^\partial \in H^{1/2}(\partial E) \}.
\]

(2)

For any weak function \( v \in W(E) \), its **weak gradient** \( \nabla_w v \) is defined (interpreted) as a linear functional on \( H(\text{div}, E) \):

\[
(\nabla_w v, w) = \int_{\partial E} v^\partial (w \cdot n) ds - \int_E v^o (\nabla \cdot w) dE, \quad \forall w \in H(\text{div}, E).
\]

(3)

Let \( P^l(E^o) \) be the space of polynomials on \( E^o \) with degree at most \( l \geq 0 \) and \( P^m(\partial E) \) be the space of polynomials on \( \partial E \) with degree at most \( m \geq 0 \).

A **discrete weak function** is a weak function \( v = (v^o, v^\partial) \) such that \( v^o \in P^l(E^o) \) and \( v^\partial \in P^m(\partial E) \). A discrete weak function space on \( E \) is defined as
\[ W(E, l, m) = \{ v = \{ v^\circ, v^d \} : v^\circ \in P^I(E^\circ), v^d \in P^m(\partial E) \} \]  

To introduce a discrete weak gradient operator, we need to construct a polynomial vector space. Let \( n \) be any nonnegative integer and \( P^n(E)^2 \) be the space of vector-valued polynomials with degree at most \( n \). Let \( V(E, n) \) be a subspace of \( P^n(E)^2 \). For any \( v \in W(E, l, m) \), its discrete weak gradient is so defined that \( \nabla_{w,d} v \in V(E, n) \) is the unique solution of

\[
\int_E \nabla_{w,d} v \cdot \mathbf{w} \, dE = \int_{\partial E} v^d(\nabla \cdot \mathbf{w}) \, d\mathbf{E}, \quad \forall \mathbf{w} \in V(E, n).
\]

It can be observed that the discrete weak gradient operator \( \nabla_{w,d} \) is a Galerkin-type approximation of the weak gradient operator using a polynomial vector space \( V(E, n) \).

For later use, we define a projection operator \( Q_h = (Q_h^\circ, Q_h^d) \) into a discrete weak function space, where \( Q_h^\circ \) is the \( L_2 \)-projection into the function space on \( E^\circ \) and \( Q_h^d \) is the \( L_2 \)-projection into the function space on \( E^d \).

2.2. Weak finite element spaces

Let \( \mathcal{E}_h \) be a quasi-uniform triangular or rectangular partition on \( \Omega \), \( \Gamma_h^I \) be the set of all element interfaces (edges), \( \Gamma_h^I \) be the set of all interior edges, and \( \Gamma_h^b \) the set of the edges on the domain boundary \( \partial \Omega \).

Patching all elementwise discrete weak function spaces over the mesh \( \mathcal{E}_h \), we obtain a weak finite element space as

\[ S_h(\mathcal{E}_h, l, m) = \{ v = \{ v^\circ, v^d \} : v|_E \in W(E, l, m) \forall E \in \mathcal{E}_h \} \]  

Furthermore, we define

\[ S_h^0(\mathcal{E}_h, l, m) = \{ v = \{ v^\circ, v^d \} \in S_h(\mathcal{E}_h, l, m), v^d|_{\partial E \cap \partial \Omega} = 0 \forall E \in \mathcal{E}_h \} \]  

Examples of weak finite element spaces include those consisting of constant or linear shape functions, which are of practical interest due to their simplicity in implementation.

- The triangular space (WGRT0) consists of weak shape functions that are constants on elements in a triangular mesh and constants on edges in the mesh. Their discrete weak gradients are in the Raviart–Thomas space \( RT_0(E) \) for each triangle \( E \) in the mesh. A full name would be \((P_0, P_0, RT_0)\).
- The rectangular space (WGRT0) consists of weak shape functions that are constants on elements in a rectangular mesh and constants on edges in the mesh. Their discrete weak gradients are in the Raviart–Thomas space \( RT_0(E) \) for each rectangle \( E \) in the mesh. The full name is \((Q_0, P_0, RT_0)\).

Here are some other weak Galerkin finite element spaces.

- The triangular \((P_l, P_l, RT_l)\) space for any integer \( l \geq 1 \), namely, \( S_h(l, l) \) together with \( V(E, l+1) = RT_l(E) \) for any integer \( l \geq 1 \).
- The triangular \((P_l, P_{l+1}, P_{l+1}^e)\) space for any integer \( l \geq 0 \), in other words, \( S_h(l, l+1) \) together with \( V(E, l+1) = P^{l+1}(E)^2 \) for any integer \( l \geq 0 \).
- The rectangular \((Q_l, P_l, RT_l)\) space for any integer \( l \geq 1 \), namely, \( S_h(l, l) \) together with \( V(E, l+1) = RT_l(E) \) for any integer \( l \geq 1 \).

Although a WG finite element space can be constructed for any combination of \( l, m, n \), good approximate solutions to partial differential equations could be produced only for certain combinations of \( l, m, n \). For the WGFEMs to work well, two prominent properties must be satisfied by a discrete weak gradient operator [34].

- Property P1 (Still Property). Let \( v \in S_h(l, m) \) and \( E \in \mathcal{E}_h \). If \( \nabla_{w,d} v = 0 \) on \( E \), then \( v^\circ = \text{const} \) on \( E^\circ \) and \( v^d = \text{const} \) on \( \partial E \).
- Property P2 (Approximation Capacity). For \( u \in H^2(\Omega) \), \( s \geq 1 \), let \( Q_h u \in S_h(l, m) \) be an interpolation or projection of \( u \). Then the discrete weak gradient of \( Q_h u \) should be a good approximation of \( \nabla u \).

2.3. Weak Galerkin finite element schemes for Darcy flow

Let \( \mathcal{E}_h \) be a triangular or rectangular mesh. It is known from [34] that the following WG finite elements have the aforementioned two properties:

- For \( k \geq 0 \), \((P_k, P_k, RT_k)\) on triangles;
- For \( k \geq 0 \), \((Q_k, P_k, RT_k)\) on rectangles.

These elements will be employed to establish numerical schemes for solving the Darcy equation.

Based on the variational formulation of (1) on \( H^1(\Omega) \), we take a two-step procedure described below [34]:
(i) Approximating $H^1(\Omega)$ by a space of discrete weak functions which are properly constructed on the mesh $\mathcal{E}_h$;
(ii) Approximating the classical gradient operator $\nabla$ by a discrete weak gradient operator $\nabla_{w,d}$ that acts on the space of discrete weak functions defined above.

Then we define bilinear and linear forms on a WG finite element space as

$$ A_h(p_h, q) := \sum_{E \in \mathcal{E}_h} \int_E K \nabla_{w,d} p_h \cdot \nabla_{w,d} q \, dE, $$

$$ \mathcal{F}(q) := \sum_{E \in \mathcal{E}_h} \int_E f q^\circ dE - \sum_{\gamma \in \Gamma_h^N} \int_{\gamma} u_N q^\circ ds. $$

Now a Weak Galerkin Finite Element Scheme for the Darcy equation (1) reads as: Seek $p_h = \{p_h^0, p_h^1\} \in S_h(l, m)$ such that

$$ A_h(p_h, q) = \mathcal{F}(q), \quad \forall q = \{q^0, q^1\} \in S_h(l, m). $$

Let $p_h = \{p_h^0, p_h^1\}$ be the numerical pressure obtained from solving (10), then we define

$$ u_h = R_h(-KV_{w,d}p_h) $$

as the numerical velocity, where $R_h$ is the local $L_2$ projection onto $V(E, n)$.

Next we state three theorems regarding the accuracy and properties of the numerical pressure and velocity obtained from using the WGFEs with elements $(P_l, P_l, RT_l)$, $l = 0, 1$, on triangular meshes or $(Q_1, P_l, RT_{l[1]})$, $l = 0, 1$, on rectangular meshes.

**Theorem 1.** Let $(p, u)$ be the exact solutions of (1). If the solutions are sufficiently smooth, i.e., there is an integer $m \geq 2$ such that $p \in H^m(\Omega)$ and $u \in H^{m-1}(\Omega)^2$, then

$$ \|p - p_h^0\|_{L^2(\Omega)} = O(h^{r_0}), \quad \|Q_h^0 p - p_h^1\|_{L^2(\Omega)} = O(h^{r_0+1}), $$$$ \|u - u_h\|_{L^2(\Omega)} = O(h^{r_1}), $$

where $r_0 = \min(m, k), r_1 = \min(m - 1, k)$ and $k$ is an integer related to the WG elements being used. For $(P_0, P_0, RT_0)$ and $(Q_0, P_0, RT_{[1]})$, we have $k = 1$; for $(P_1, P_1, RT_1)$ and $(Q_1, P_1, RT_{[1]})$, we have $k = 2$. If the solutions have low regularity, that is, $p \in H^{1+s}(\Omega), u \in H^{s}(\Omega)^2$ for some $s \in \left(\frac{1}{2}, 1\right)$, then

$$ \|p - p_h^0\|_{L^2(\Omega)} = O(h^{r}), \quad \|Q_h^0 p - p_h^1\|_{L^2(\Omega)} = O(h^{2r}), $$$$ \|u - u_h\|_{L^2(\Omega)} = O(h^{r}), $$

where $r = \min(s, k)$ but $k$ is the same as above.

**Theorem 2** (Local mass conservation). For any element $E \in \mathcal{E}_h$, there holds

$$ \int_{\partial E} u_h \cdot n ds = \int_{E} f \, dE. $$

**Theorem 3** (Normal flux continuity). Let $\gamma \in \Gamma_h^i$ be an interior edge shared by two elements $E_1, E_2$, $n_i$ be the unit outer normal of element $E_i$ ($i = 1, 2$) on $\gamma$, and $u_h^{(i)}$ be the numerical velocity on element $E_i$ ($i = 1, 2$). Then

$$ \int_{\gamma} u_h^{(1)} \cdot n_1 \, ds = \int_{\gamma} u_h^{(2)} \cdot n_2 \, ds. $$

**Remark 2.1.** In applications for Darcy flow, where the permeability $K$ is usually piecewise constant, the exact pressure $p$ is no longer in $H^2(\Omega)$. Instead, $p \in H^{1+s}(\Omega)$ ($0 < s < 1$) and $s$ is inversely proportional to the magnitude of jumps in $K$. **Theorem 1** indicates that the accuracy of the numerical pressure and velocity is restricted by the regularity of the problem, which explains why the lowest order WG finite elements are preferred for solving the Darcy equation.

**Remark 2.2.** A proof of **Theorem 1** for the smooth case can be derived from the analysis in [34]. A proof of **Theorem 1** for the low regularity case needs some techniques similar to those used in [26]. Proofs of **Theorems 2 and 3** can be found in [34].
3. Implementation of WGFEMs for Darcy flow

For WGFEM formulations, it is assumed that permeability is in \( L^\infty \). For implementation, it is convenient to assume the permeability is a constant scalar or a constant SPD matrix on each element of a given mesh. In general, permeability could vary spatially within a cell/element. If the changes are not dramatic, then an average of the permeability scalar/matrix could be used. For dramatic changes, multiscale methods could be used [17].

For convenience, we assume the meshes are either triangular or rectangular and they satisfy the shape-regularity assumption [7]. There are no hanging-nodes in the meshes.

There is a good list of admissible choices for WG finite elements, as discussed in the previous section and in [34]. In this section, we consider mainly the lowest order WG finite elements \((P_0, P_0, RT_0), (Q_0, P_0, RT_{[0]}), \) due to the easiness in implementation and practical usefulness in Darcy flow computation. Triangular elements \((P_1, P_1, RT_1)\) will also be discussed to show how higher order elements are used.

An important part in WGFEM implementations is the calculation of the discrete weak gradients of the chosen WG basis functions. These are prescribed by Eq. (5). Since all these discrete weak gradients are linear combinations of the vector-valued basis functions of \( V(E, n) \), e.g., \( RT_0, RT_{[0]} \) (see Section 2.1), one needs to solve small-size linear systems depicted by Eq. (5). Thus the Gram matrix of these basis functions for \( V(E, n) \) is needed. It will also be convenient if the Gram matrix can be simply inverted.

3.1. WG basis functions and their discrete weak gradients

3.1.1. Triangular \((P_0, P_0, RT_0)\) elements

Let \( T \) be a triangular element with vertices \( P_i(x_i, y_i) \) \((i = 1, 2, 3)\) oriented counterclockwise. Let \( |T| \) be the triangle area, \((x_c, y_c)\) the center of the element, \( e_i \) \((i = 1, 2, 3)\) the edge opposite to vertex \( P_i \), and \(|e_i|\) edge length.

There is only one WG basis function for \( P_0(T^o)\), which takes constant value \( 1 \) in the triangle interior, expressed as

\[
\phi^o |_{T^o} = 1
\]

There are three WG basis functions for \( P_0(\partial T)\) that takes constant value \( 1 \) on one edge and \( 0 \) on the other two edges. In other words, we have

\[
\phi^0_i |_{e_j} = \delta_{ij}, \quad 1 \leq i, j \leq 3,
\]

where \( \delta_{ij} \) is the Kronecker symbol.

With the previously defined local WG basis functions, the global WG basis functions will be simply the “gluing-together” of the local basis functions.

Before the discrete weak gradients of the above 4 WG basis functions can be calculated, a set of basis functions for \( RT_0(T) \) need to be specified. These could be the edge-oriented basis functions [3,31] or normalized basis functions [25]:

\[
\begin{bmatrix} 1 \\ 0 \\ X \\ Y \end{bmatrix}, \quad \begin{bmatrix} 0 \\ 1 \\ X \\ Y \end{bmatrix},
\]

where \( X = x - x_c, Y = y - y_c \). For convenience, we name them as \( \mathbf{w}_1, \mathbf{w}_2, \mathbf{w}_3 \). As can be seen later, one advantage of the latter is that the Gram matrix will be diagonal and hence trivially inverted.

The Gram matrix of the above normalized basis is simply diagonal:

\[
G_M = \text{diag}(|T|, |T|, S),
\]

where

\[
S = \frac{|T|}{36} \left( (x_1 - x_2)^2 + (x_2 - x_3)^2 + (x_3 - x_1)^2 + (y_1 - y_2)^2 + (y_2 - y_3)^2 + (y_3 - y_1)^2 \right).
\]

Next, the definition formula (5) is employed to calculate the discrete weak gradients of \( \phi^o, \phi^0_i \) \((i = 1, 2, 3)\). Since the Gram matrix of the above normalized basis is diagonal, one can easily obtain these discrete weak gradients as follows

\[
\partial_w, d\phi^o = \frac{|T|}{S} \left( 0w_1 + 0w_2 + (-2)w_3 \right),
\]

\[
\partial_w, d\phi^1_1 = \frac{y_3 - y_2}{|T|} w_1 + \frac{x_2 - x_3}{|T|} w_2 + \frac{2|T|}{3S} w_3,
\]

\[
\partial_w, d\phi^1_2 = \frac{y_1 - y_3}{|T|} w_1 + \frac{x_3 - x_1}{|T|} w_2 + \frac{2|T|}{3S} w_3,
\]

\[
\partial_w, d\phi^1_3 = \frac{y_2 - y_1}{|T|} w_1 + \frac{x_1 - x_2}{|T|} w_2 + \frac{2|T|}{3S} w_3.
\]
3.1.2. Rectangular \((Q_0, P_0, RT_{(0)})\) elements

Let \(E = \{x_1, x_2\} \times \{y_1, y_2\}\) be a typical rectangular element, \(|E|\) the element area, and \((x_c, y_c)\) the element center.

It is known that \(\text{dim}(RT_{(0)}(E)) = 4\). Again, we choose normalized basis functions as follows

\[
\begin{align*}
  w_1 &= \begin{bmatrix} 1 \\ 0 \end{bmatrix}, &
  w_2 &= \begin{bmatrix} 0 \\ 1 \end{bmatrix}, &
  w_3 &= \begin{bmatrix} x \\ 0 \end{bmatrix}, &
  w_4 &= \begin{bmatrix} 0 \\ y \end{bmatrix},
\end{align*}
\]

where we have set \(X = x - x_c, Y = y - y_c\) for convenience. The Gram matrix is again diagonal

\[
GM = \text{diag}(|E|, |E|, \frac{1}{12}(x_2 - x_1)^2|E|, \frac{1}{12}(y_2 - y_1)^2|E|).
\]

For WG, we have now one constant basis function in the element interior \(E^\circ\) and one constant basis function on each edge of the rectangle. Their discrete weak gradients, actually the coefficients in the above \(RT_{(0)}(E)\) basis, can be calculated by employing the definition formula (5). The results are

\[
\begin{align*}
  \nabla_w \phi^0 &= \begin{bmatrix} 0 \\ 0 \\ -1 \\ -1 \\ 0 \\ 0 \\ -1 \\ -1 \end{bmatrix}, &
  \nabla_w \phi^1 &= \begin{bmatrix} 0 \\ 0 \\ \frac{6}{(x_2 - x_1)^2} \\ \frac{6}{(y_2 - y_1)^2} \\ 0 \\ 0 \\ \frac{6}{(x_2 - x_1)^2} \\ \frac{6}{(y_2 - y_1)^2} \end{bmatrix},
\end{align*}
\]

\[
\begin{bmatrix}
  w_1 \\
  w_2 \\
  w_3 \\
  w_4 
\end{bmatrix}.
\]

3.1.3. Triangular \((P_1, P_1, RT_1)\) elements

Let \(T\) be a typical triangular element with center \((x_c, y_c)\). Again for convenience, we set \(X = x - x_c, Y = y - y_c\).

Notice that \(\text{dim}(RT_1(T)) = 8\), as shown in Fig. 2. We could choose the following eight functions as its basis:

\[
\begin{align*}
  \begin{bmatrix} 1 \\ 0 \\ X \\ Y \\ 0 \\ 1 \\ 0 \\ X \end{bmatrix}, &
  \begin{bmatrix} 0 \\ 0 \\ Y \\ X \end{bmatrix}, &
  \begin{bmatrix} 0 \\ 0 \\ X^2 \\ XY \end{bmatrix}, &
  \begin{bmatrix} 0 \\ 0 \\ Y^2 \end{bmatrix}.
\end{align*}
\]

The Gram matrix is \(8 \times 8\) and symmetric positive-definite.

For a WG triangular \((P_1, P_1, RT_1)\) element, \(P_1(T^\circ)\) has 3 basis functions that can be chosen as \(1, X, Y\); \(P_1(T^\circ)\) has 2 basis functions for each edge. These can be chosen as \(1, t\), where \(t \in [-1, 1]\) is the parameter for each edge. For example, the first edge has parametization \(x = (x_3 + x_2)/2 + t(x_3 - x_2)/2, y = (y_3 + y_2)/2 + t(y_3 - y_2)/2\).

The discrete weak gradients of the above nine WG basis functions are calculated using the definition formula (5). So nine \(8 \times 8\) linear systems need to be solved to obtain the linear combination coefficients of \(\nabla_w \phi\) in terms of the eight vector basis functions in (16).

3.2. Assembling and solving of the global discrete linear system

The previously computed discrete weak gradients of the WG basis functions will be used in calculations of the local stiffness matrices. Based on formula (8), all these local stiffness matrices are assembled into a single global coefficient matrix. For convenience and efficiency of assembly, we separate WGFEM unknowns into two groups: those in element interiors and those on edges. Then the global matrix will have a clear block structure

\[
A = \begin{bmatrix}
  A_{ee} & A_{eg} \\
  A_{ge} & A_{gg}
\end{bmatrix}.
\]

Here \(A_{ee}\) reflects the interaction of individual elements with themselves. For triangular \((P_0, P_0, RT_0)\) elements or rectangular \((Q_0, P_0, RT_{(0)})\) elements, this means \(A_{ee}\) is simply a diagonal matrix with size being the number of elements in a given mesh. \(A_{eg}\) reflects the interaction of individual elements with their 3 or 4 edges. \(A_{ge}\) is the transpose of \(A_{eg}\), \(A_{gg}\) reflects the interaction of all edges.

Therefore, for WG \((P_0, P_0, RT_0)\) on triangular meshes, the bandwidth of the global coefficient matrix is 7, because the unknown in an element interior interacts with itself and the three edge unknowns, whereas the unknown on an edge interacts with the 2 unknowns in adjacent element interior plus 5 unknowns on adjacent edges (including itself). Similarly, for WG \((Q_0, P_0, RT_{(0)})\) on rectangular meshes, the bandwidth of the global coefficient matrix is 9.

The global linear system is symmetric positive-definite and has a condition number \(O(h^{-2})\) (where \(h\) is the mesh size), so that it can be readily solved by any standard direct or iterative solver, e.g., the conjugate gradient method.

The aforementioned block structure in the global stiffness matrix also indicates that Schur complement could be used for solving the global linear system.
3.3. Computing the numerical velocity

After solving the discrete linear system (10) over a given mesh, a numerical pressure $p_h$ is obtained in element interiors and on the mesh skeleton. Its discrete weak gradient $\nabla_w dp_h$ is then calculated on each element. This will be a linear combination of the discrete weak gradients of the WG basis functions. It is in the local $RT_0, RT_{[0]}, RT_1$, or $RT_{[1]}$ spaces, as specified when the WG finite element is chosen.

The next step will be the local $L_2$ projection of the quantity $-\nabla_w dp_h$ into the aforementioned local $H(\text{div})$-conforming subspace on each element:

$$u_h = R_h(-\nabla_w dp_h).$$

This involves solving a small-size linear system on each element and can be done independently (or in parallel).

However, if the permeability is a piecewise constant scalar on the given mesh, that is, $K = K_E I_2$, where $K_E$ takes a constant scalar value on each element and $I_2$ is the $2 \times 2$ identity matrix, then there is no need for the above local $L_2$ projection. This brings in convenience for practical applications.

Finally, for any edge $\gamma_i$ of an element $E$, the edge flux $\int_{\gamma_i} u_h \cdot n_{\gamma_i} ds$ ($n_{\gamma_i}$ is the unit outer normal) is calculated.

4. Other numerical methods for Darcy flow

In this section, we briefly review other commonly used numerical methods for Darcy flow. Due to limitation of space, we discuss mainly three types of methods: the cell-centered finite difference method [19], the classical mixed finite element methods [1,3,9,28], and some control-volume finite volume methods [15,16,30].

4.1. The cell-centered finite difference method

The cell-centered finite difference method is used by the vast majority of working codes in the petroleum industry for solving the Darcy equation [19]. It is based on physical considerations (the integral form of mass conservation) and discretization of gradients using finite differences. It also uses harmonic averages of permeability over adjacent cells. In this approach, the unknowns are the pressure averages on the cells (elements). Below is a brief account of this method when the permeability is a diagonal tensor.

Let $\Omega = [a, b] \times [c, d]$ be a two-dimensional rectangular domain. Let $a = x_1 < x_\frac{1}{2} < \cdots < x_{i-\frac{1}{2}} < x_{i+\frac{1}{2}} < \cdots < x_{m+\frac{1}{2}} = b$ be a partition in the $x$-direction. Similarly, let $c = y_\frac{1}{2} < y_2 < \cdots < y_{j-\frac{1}{2}} < y_{j+\frac{1}{2}} < \cdots < y_{n+\frac{1}{2}} = d$ be a partition in the $y$-direction. See Fig. 1. We set

$$x_i = \frac{1}{2}(x_{i-\frac{1}{2}} + x_{i+\frac{1}{2}}), \quad i = 1, 2, \ldots, m;$$

$$y_j = \frac{1}{2}(y_{j-\frac{1}{2}} + y_{j+\frac{1}{2}}), \quad j = 1, 2, \ldots, n;$$

so that $(x_i, y_j)$ is the center of cell/element $E_{i,j}$. The $x, y$-direction lengths of $E_{i,j}$ are denoted respectively as $\Delta x_i, \Delta y_j$.

Consider a typical cell $E_{i,j}$. By the conservation law and the Divergence Theorem, we have from (1) that

$$\int_{E_{i,j}} f dxdy = \int_{\partial E_{i,j}} \nabla \cdot (-\nabla p) dxdy = \int_{\partial E_{i,j}} (-\nabla p \cdot n) ds. \quad (17)$$

We need permeability on the cell edges. These could be taken as harmonic averages.
\[ K_{i,j}^{\frac{1}{2}} = \frac{K_{i,j}K_{i+1,j}}{K_{i,j} + K_{i+1,j}}, \]

assuming \( K = K I_2 \) is a scalar matrix. Here \( I_2 \) is the order 2 identity matrix. Similar treatments apply to \( K_{i-\frac{1}{2},j}, K_{i,j+\frac{1}{2}}, K_{i,j-\frac{1}{2}} \). For an interior element \( E_{i,j} \), the outward normal flux on its right edge is approximated as

\[ \int_{\partial_{\text{right}} E_{i,j}} (-K \nabla p \cdot n) \, ds \approx \frac{K_{i,j}K_{i+1,j} - \frac{p_{i+1,j} - p_{i,j}}{\Delta x_{i+\frac{1}{2},j}} \Delta y_j}{K_{i,j} + K_{i+1,j}}. \]

Here \( p_{i,j}, p_{i+1,j} \) are pressure unknowns on element \( E_{i,j}, E_{i+1,j} \) respectively. Similarly, we have approximations for the other three flux terms. These approximations are substituted into Eq. (17) to form a discrete linear system about the cell pressure unknowns \( p_{i,j}, 1 \leq i \leq m, 1 \leq j \leq n \).

Described below is a recipe for treating Dirichlet and Neumann boundary conditions.

(i) When an edge of a cell is on the Neumann boundary of the domain, we use the prescribed outward normal flux in the Neumann boundary condition for the edge flux, this term is then moved to the right-hand side of the corresponding equation.

(ii) When an edge of a cell is on the Dirichlet boundary of the domain, we use the prescribed Dirichlet data to construct a finite difference. In this case, only the permeability on this cell is involved. For example, assume the left edge of \( E_{1,1} \) is on the Dirichlet boundary, then we have \( n = (-1, 0) \) and

\[ \int_{\partial_{\text{left}} E_{1,1}} (-K \nabla p \cdot n) \, ds \approx K_{1,1} \frac{p_{1,1} - p_D(a, y_1)}{\Delta x_{0,1}} \Delta y_1. \]

Eq. (17) is then modified accordingly.

**Remark 4.1.** When a Neumann boundary condition is specified on the whole boundary of the domain, the pressure solution is unique up to an additive constant. Theoretically we require \( \int_{\partial \Omega} p_D \, dx \, dy = 0 \). In practice we could just set the numerical pressure in a chosen cell to zero or any specific value.

The discrete linear system resulting from the cell-centered finite difference scheme is definite and hence could be solved by any standard direct or iterative linear solver.

### 4.2. The mixed finite element methods

The classical mixed finite element methods (MFEMs) have been widely used for Darcy flow calculations. In MFEMs, the pressure and velocity are approximated simultaneously. This is based on rewriting the Darcy’s law (1) as a system of first order partial differential equations about the pressure and velocity as follows [9,12]

\[
\begin{align*}
K^{-1} \mathbf{u} + \nabla p &= 0, & \mathbf{x} \in \Omega, \\
\nabla \cdot \mathbf{u} &= f, & \mathbf{x} \in \Omega, \\
\mathbf{u} \cdot \mathbf{n} &= u_N, & \mathbf{x} \in \Gamma_N, \\
p &= p_D, & \mathbf{x} \in \Gamma_D.
\end{align*}
\]

Let \( \Omega \subset \mathbb{R}^d \) \((d = 2, 3)\) be a bounded domain. We define

\[
\begin{align*}
H(\text{div}; \Omega) &= \{ \mathbf{v} \in L_2(\Omega)^d : \nabla \cdot \mathbf{v} \in L_2(\Omega) \}, \\
H^{0, N}(\text{div}; \Omega) &= \{ \mathbf{v} \in H(\text{div}; \Omega) : \mathbf{v} \cdot \mathbf{n} = 0 \text{ on } \Gamma_N \}, \\
H_{\text{div}, N}(\text{div}; \Omega) &= \{ \mathbf{v} \in H(\text{div}; \Omega) : \mathbf{v} \cdot \mathbf{n} = u_N \text{ on } \Gamma_N \}.
\end{align*}
\]

The mixed weak formulation for Darcy flow is: Seek \( \mathbf{u} \in H_{\text{div}, N}(\text{div}; \Omega) \) and \( p \in L_2(\Omega) \) such that the following hold

\[
\begin{align*}
\int_{\Omega} (K^{-1} \mathbf{u} - \nabla p) \cdot \mathbf{v} &= -\int_{\Omega} p \nabla \cdot \mathbf{v}, & \forall \mathbf{v} \in H^{0,N}(\text{div}, \Omega), \\
-\int_{\Omega} (\nabla \cdot \mathbf{u}) q &= -\int_{\Omega} f q, & \forall q \in L_2(\Omega).
\end{align*}
\]

MFEMs are based on \( H(\text{div}) \)-conforming finite elements and the inf-sup condition [9]. Denote \( V = H(\text{div}; \Omega), W = L_2(\Omega) \). Let \( V_h \subset V \) and \( W_h \subset W \) be a pair of finite element spaces for velocity and pressure respectively. The inf-sup condition requires that
While

(iii) For designs

4.3. RT algorithm and unknowns

(iv) Both

Let $U_h = V_h \cap H_{0,N}(\text{div}; \Omega)$ and $V_h^0 = V_h \cap H_{0,N}(\text{div}; \Omega)$. A mixed finite element scheme can be stated as: Seek $u_h \in U_h$ and $p_h \in W_h$ such that for any $v \in V_h^0$, $q \in W_h$, the following hold

\[
\begin{aligned}
&\inf \sup_{q \in W_h} B(v, q) > 0. \\
&\{ (K^{-1}u_h, v)_{\Omega_h} - (p_h, \nabla \cdot v)_{\Omega_h} = -(p_D, v \cdot n)_{\Gamma_D}, \\
&(\nabla \cdot u_h, q)_{\Omega_h} = -(f, q)_{\Omega_h}. \\
\end{aligned}
\]  

(20)

It is well known that MFEMs result in indefinite discrete linear systems that require special solvers, e.g., the Uzawa algorithm [5,9].

There are many element pairs that satisfy the inf-sup condition and hence could be used in the above mixed finite element scheme. The commonly used lowest order finite elements are $RT_0$ for triangular meshes (Fig. 2) and $RT_{[0]}$ for rectangular meshes. In each case, the pressure is approximated by constants on elements, the flux is approximated from the $RT_0$ or $RT_{[0]}$ space.

There are detailed accounts on implementing MFEM ($RT_0$) in Matlab [3]. In [1,28], the ideas of solving for pressure unknowns on both elements and edges were explored.

There are some interesting connection and differences between MFEM $RT_0$ and WG ($P_0, P_0, RT_0$) on triangular meshes, similarly between MFEM $RT_{[0]}$ and WG ($Q_0, P_0, RT_{[0]}$) on rectangular meshes.

(i) First note that in MFEM, the Neumann boundary condition is essential and the Dirichlet boundary condition is natural; whereas in WGFEMs, the Dirichlet condition is essential and the Neumann condition is natural.

(ii) The MFEM $RT_0$ on a triangular mesh uses $RT_0$ for approximating the flux $-K \nabla p$; whereas the weak Galerkin ($P_0, P_0, RT_0$) on a triangular mesh uses $RT_0$ for approximating the gradient $\nabla p$.

(iii) For both methods, the numerical flux is locally conservative on elements, the norm flux is continuous across element interfaces.

(iv) Both methods have the same number of unknowns. MFEM $RT_0$ has one pressure unknown on each element and one normal flux unknown on each edge; whereas WG ($P_0, P_0, RT_0$) has one pressure unknown on each element and one pressure unknown on each edge.

(v) However, the major difference is that MFEMs result in saddle-point problems which are difficult to solve; whereas WGFEMs result in symmetric definite linear systems that are easier to solve.

4.3. Finite volume methods and mimetic methods

Finite volume methods form another important class of numerical methods for Darcy flow. It is very interesting to see some similar ideas that were explored in the finite volume setting [30]:

- Use both cell-center and face-center scalar unknowns as opposed to just cell-center scalar unknowns;
- Define a modified gradient operator to approximate $-K \nabla p$;
- The divergence and modified gradient operators are adjoint to one another;
- Define a discrete version of the divergence operator on a single cell;
- Use the adjoint property to define a discrete version of the modified gradient operator on a single arbitrary cell.

While similarities between the ideas listed above and the concepts of weak gradients, discrete weak gradients, duality of divergence and gradient operators can be observed, the WGFEMs have a solid foundation on Sobolev spaces and systematic designs of various admissible finite elements.
Table 1
Example 1: Convergence rates of the 0th order WGFEMs on triangular and rectangular meshes.

<table>
<thead>
<tr>
<th>n = 1/h</th>
<th>Triangular ($P_0$, $P_0$, RT0)</th>
<th>Rectangular ($Q_0$, $P_0$, RT0)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$|Q_1^h p - p_h^0|_{L_2}$</td>
<td>$|p - p_h^0|_{L_2}$</td>
</tr>
<tr>
<td>8</td>
<td>3.1732e-02</td>
<td>1.5844e-01</td>
</tr>
<tr>
<td>16</td>
<td>8.1927e-03</td>
<td>7.9946e-02</td>
</tr>
<tr>
<td>32</td>
<td>2.0843e-03</td>
<td>4.0054e-02</td>
</tr>
<tr>
<td>64</td>
<td>5.1709e-04</td>
<td>2.0037e-02</td>
</tr>
<tr>
<td>Conv. rate</td>
<td>1.98</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Table 2
Example 1: Convergence rates of the WGFEM with ($P_1$, $P_1$, RT1) elements on uniform triangular meshes.

<table>
<thead>
<tr>
<th>n = 1/h</th>
<th>$|K_h u - u_h|_{L_2}$</th>
<th>$|Q_1^h p - p_h^0|_{L_2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>5.0084e-02</td>
<td>6.4576e-04</td>
</tr>
<tr>
<td>16</td>
<td>1.2536e-02</td>
<td>8.0296e-05</td>
</tr>
<tr>
<td>32</td>
<td>3.1440e-03</td>
<td>1.008e-05</td>
</tr>
<tr>
<td>64</td>
<td>7.8781e-04</td>
<td>1.2650e-06</td>
</tr>
<tr>
<td>Conv. rate</td>
<td>1.99</td>
<td>2.99</td>
</tr>
</tbody>
</table>

The control volume methods in [15,16] (see also the references therein) represent significant progresses in the development of finite volume methods for Darcy flow. These methods intend to address the challenging problems related to strong anisotropy in full tensor permeability field. These methods require only a single degree of freedom per control-volume. This family of methods include some tuning parameters. Based on well-designed quadratures addressing the anisotropy, these methods produce results with sharp resolution, with only minor or practically zero spurious oscillations, in addition to flux continuity and local conservation.

Due to space limitation, we don’t recap the sophisticated control-volume methods in [15,16], But we will test similar numerical examples proposed in the above work, which have strong anisotropy and concentrated sinks and sources.

The mimetic methods ([4,8] and the references therein) represent another type noteworthy methods that can be used for Darcy flow calculations. They are developed with intention to incorporate important properties of physical and mathematical models into discrete framework. Somehow WGFEMs echo this idea by introducing new concept of gradients at the discrete (element) level. The mimetic methods are derived from the local consistency condition and use degrees of freedom at vertices, on edges (Gauss–Lobatto points), and inside elements. Similarly, WGFEMs use degrees of freedom on edges and inside elements.

5. Numerical experiments

In this section, we conduct numerical experiments to examine performance of the weak Galerkin finite element methods on solving the Darcy equation. For comparison, we also present numerical results of other commonly used numerical methods, e.g., MFEM and the cell-centered finite difference method on some benchmark problems. Some mesh data structures recommended in the ifEM package [11] are used in our testing code. Some techniques for the Matlab implementations of the lowest order Raviart–Thomas MFEM discussed in [3] are also adopted.

Example 1 (A smooth example). Here $\Omega = (0, 1)^2$, a known exact pressure is specified as $p(x, y) = \sin(2\pi x) \sin(2\pi y)$, $K = I_2$ (the order 2 identity matrix). Accordingly, the source term $f(x, y) = 8\pi^2 \sin(2\pi x) \sin(2\pi y)$. This example has been tested by other researchers [10,29]. It has an analytical solution for the pressure so that accuracy and convergence rates of errors of various numerical methods can be measured and compared.

Numerical results of the WGFEMs with shape functions in ($P_0$, $P_0$, RT0), ($Q_0$, $P_0$, RT0), and ($P_1$, $P_1$, RT1) are tabulated in Tables 1 and 2. The exact pressure solution is infinitely smooth, so we have $m = \infty$ in Theorem 1.

In the 2nd column of Table 1, the error between the numerical pressure and the projection of the exact pressure into the constant space has convergence rate 1.98 (close to 2). If we measure the error between the numerical pressure and the exact pressure, then the convergence rate should be close to 1. In the 3rd column of Table 1, the error between the numerical pressure and the exact pressure has convergence rate 0.99 (close to 1). If we measure the error between the numerical pressure and the projection of the exact pressure into the constant space, then the convergence rate should be close to 2. In this regard, the weak Galerkin ($P_0$, $P_0$, RT0), ($Q_0$, $P_0$, RT0) finite elements behave like the continuous and discontinuous Galerkin linear elements.

In Table 2, column 2 shows the errors between the numerical Darcy velocity and the projection of the exact Darcy velocity into the RT1 space, the convergence rate 1.99 is close to the theoretical estimate 2. Column 3 exhibits the errors between the numerical pressure and the projection of the exact pressure into the $P_1$ space, we observe a close to 3rd order convergence, agreeing well with Theorem 1.
Fig. 3. Example 2: Contour plots of the numerical pressure by using the WGFEM with \((Q_0, P_0, RT_0)\) elements on rectangular meshes. Contour values: 0.1, 0.3, 0.5, 0.7, 0.9.

**Example 2 (An anisotropic permeability).** This example is adopted from [16] with minor modifications. In this example, the domain \(\Omega = (0, 1)^2\), the permeability tensor

\[
K = \begin{bmatrix}
a & b \\
b & d
\end{bmatrix} = \begin{bmatrix}
0.246436002 & 0.114868364 \\
0.114868364 & 0.053663998
\end{bmatrix}.
\]

The anisotropy ratio is 3000 : 1 (the ratio of the two positive eigenvalues of the \(2 \times 2\) permeability matrix). An exact pressure solution is specified as

\[
p(x, y) = \exp\left(-\frac{(x-x_c)^2 + (y-y_c)^2}{2\sigma^2}\right),
\]

where \((x_c, y_c) = (0.5, 0.5)\) and \(\sigma^2 = 0.005\). Accordingly, the source term is

\[
f(x, y) = \left(\frac{1}{\sigma^2}(a + d) - \frac{1}{\sigma^4}(a(x-x_c)^2 + 2b(x-x_c)(y-y_c) + d(y-y_c)^2)\right) \exp\left(-\frac{(x-x_c)^2 + (y-y_c)^2}{2\sigma^2}\right).
\]

As in [16], we examine contours of the numerical pressure to check whether there are any spurious oscillations. We apply the WGFEM with \((Q_0, P_0, RT_0)\) elements on rectangular meshes. The discrete linear systems are solved using the built-in direct solver in \texttt{Matlab}. Shown in Fig. 3 are the results for \(h = 1/32, 1/48, 1/64, 1/96\), respectively. Due to the small \(\sigma\) value, the pressure is very concentrated. However, it can be observed that the contours of the numerical pressure obtained from the WGFEM are in good shape. There are no obvious oscillations or distortion in the numerical pressure, even though the permeability is strongly anisotropic.
Example 3: (A strongly anisotropic discontinuous permeability). This example is similar to the test case 4 in [16]. The test case 4 in [16] is an interesting and challenging example. It has a strongly anisotropic discontinuous permeability and a combination of point source and sinks that are viewed as Green functions.

Here we construct a similar example with specific details so that it can be used for testing of various numerical methods. In this example, the domain \( \Omega = (0, 1)^2 \) is divided into four quadrants by the two lines \( x = 1/2 \) and \( y = 1/2 \). The permeability tensor is

\[
K_1 = \begin{bmatrix} 2464.36002 & 1148.68364 \; 1148.68364 & 536.63998 \end{bmatrix}
\]

in the first and third quadrants, whereas it takes values

\[
K_2 = \begin{bmatrix} 2464.36002 & -1148.68364 \; -1148.68364 & 536.63998 \end{bmatrix}
\]

in the second and fourth quadrants. Both \( K_1 \) and \( K_2 \) are strongly anisotropic, since the ratio of the eigenvalues is 3000 : 1. Furthermore, the eigenvectors of \( K_1 \) and \( K_2 \) take different directions and hence generates strong discontinuity in permeability across the dividing lines, see Fig. 4 part (a). A Gaussian source is centered at \((x_c^{(1)}, y_c^{(1)}) = (0.25, 0.25)\) as

\[
f_1(x, y) = 10^5 \exp \left( -\frac{(x-x_c^{(1)})^2 + (y-y_c^{(1)})^2}{2\sigma^2} \right),
\]

whereas a Gaussian sink is centered at \((x_c^{(2)}, y_c^{(2)}) = (0.75, 0.75)\) as

\[
f_2(x, y) = -10^5 \exp \left( -\frac{(x-x_c^{(2)})^2 + (y-y_c^{(2)})^2}{2\sigma^2} \right).
\]
Example 3: Errors between WG solutions and a CG $P_2$ reference solution $p_{\text{ref}}$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$|p_h^w - p_{\text{ref}}|_2$</th>
<th>Conv. rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/16</td>
<td>7.2840e--2</td>
<td>0.98</td>
</tr>
<tr>
<td>1/32</td>
<td>3.7415e--2</td>
<td>0.96</td>
</tr>
<tr>
<td>1/64</td>
<td>2.0076e--2</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Fig. 5. Example 4: A $10 \times 10$ random heterogeneous permeability field with $\text{max} = 1$, $\text{min} = 5.385 \times 10^{-3}$, ratio = 185.7.

where $\sigma = 0.070710$. These Gaussian sink and source are indeed concentrated in very small regions with values varying from near zero to the peak $10^5$. Therefore, they could be viewed as approximations to Green functions.

There is no known exact solution for this problem. Shown in Fig. 4 are contours of the numerical pressure obtained from applying the WGFEM with $(Q_0, P_0, RT_{[0]}$ elements on rectangular meshes. Parts (b), (c), (d) are respectively the results with mesh size $h = 1/32, 1/48, 1/64$. The numerical results are already good for $h = 1/32$, as demonstrated by the shapes and symmetry of the contours. Corresponding to the contour value 0 is a straight line. As the mesh size $h$ decreases, these contours become smoother, especially the inner ones. More importantly, the elliptic shape of these contours reflect the anisotropy in the permeability field. Furthermore, discontinuity in permeability is also reflected in these contours. When contours enter into the 4th quadrant from the 3rd quadrant (or from 1st quadrant into the 2nd quadrant), deflection happens due to the change in the direction of eigenvectors.

To further examine the performance of the WGFEM on this example having no known exact solution, we compute the errors between the WG solutions and a reference numerical solution obtained from applying the continuous Galerkin quadratic ($P_2$) finite elements on a uniform triangular mesh with mesh size $1/512$. The close to 1st order convergence exhibited in Table 3 confirms the improvements in the contours of the WG solutions shown in Fig. 4.

Compared to the numerical methods investigated in [16], there is no need for tuning parameters in the WGFEM.

Example 4 (A random heterogeneous permeability). Now we consider an example with a random heterogeneous permeability on the unit square $\Omega = (0, 1)^2$. The permeability tensor $K = K_E I_2$, where $K_E$ is a piecewise constant defined on uniform $10 \times 10$ gridblocks. The value of $K_E$ on the rectangular blocks follows a log-normal random distribution. As shown in Fig. 5, the permeability is rescaled so that the maximal value is 1, the minimal value is $5.385 \times 10^{-3}$, and the heterogeneity ratio (the maximal to the minimal permeability) is 185.7.

We solve the Darcy equation (1) with the following Dirichlet and Neumann boundary conditions

\[ p = 1, \quad \text{left}; \quad p = 0, \quad \text{right}; \quad (-K \nabla p) \cdot n = 0, \quad \text{top or bottom}. \]

Similar examples have been studied in [14,33].

No analytical pressure solution is known for this example. Shown in Fig. 6 are the simulation results of the numerical pressure and Darcy velocity obtained from using the WGFEM with $(Q_0, P_0, RT_{[0]}$ elements on a $40 \times 40$ rectangular mesh. The variation of permeability is clearly reflected in the Darcy velocity profile and contours of the numerical pressure. It should be pointed out that for this type of problems with piecewise scalar permeability, the WGFEMs and MFEMs with the lowest Raviart–Thomas elements produce numerical results that have negligible differences. This is reflected in the elementwise constant numerical pressures, normal fluxes on the edges, and the total fluxes, see Table 4.

For comparison of different numerical methods, we measure the total flux, which is defined as the sum of influxes at the entry $x = 0$ or the sum of outfluxes at the exit $x = 1$. These two quantities are equal, since there is no sink or source in the domain and there is no flow on the top and bottom boundaries. Shown in Fig. 7 are the total fluxes obtained from using
Example 4: Total flux: Negligible differences between WG \((Q_0, P_0, RT_{[0]})\) and MFEM \(RT_{[0]}\) on rectangular meshes.

<table>
<thead>
<tr>
<th>(1/h)</th>
<th>WG ((Q_0, P_0, RT_{[0]})) total flux</th>
<th>MFEM (RT_{[0]}) total flux</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>5.10039278922441E−2</td>
<td>5.10039278922441E−2</td>
</tr>
<tr>
<td>50</td>
<td>5.12079577413304E−2</td>
<td>5.12079577413304E−2</td>
</tr>
<tr>
<td>60</td>
<td>5.14326623966666E−2</td>
<td>5.14326623966666E−2</td>
</tr>
<tr>
<td>70</td>
<td>5.16133201572384E−2</td>
<td>5.16133201572384E−2</td>
</tr>
<tr>
<td>80</td>
<td>5.16822170526575E−2</td>
<td>5.16822170526575E−2</td>
</tr>
<tr>
<td>90</td>
<td>5.17283758196091E−2</td>
<td>5.17283758196091E−2</td>
</tr>
<tr>
<td>100</td>
<td>5.18133758196091E−2</td>
<td>5.18133758196091E−2</td>
</tr>
</tbody>
</table>

Fig. 6. Example 4: Numerical results of WG \((Q_0, P_0, RT_{[0]})\) on a rectangular mesh with mesh size \(h = 1/40\). For better visual effect, the magnitude of the numerical velocity is doubled. Numerical pressure contour values vary from 0.1 to 0.9 with an increment 0.1.

Fig. 7. Example 4: The total fluxes of the cell-centered finite difference method (CCFDM), the WGFEM with \((Q_0, P_0, RT_{[0]})\) rectangular elements, and the WGFEM with \((P_0, P_0, RT_{0})\) triangular elements. If we use the numerical solution obtained from using CCFDM with 400 partitions in the \(x\), \(y\)-directions as a reference solution, then the total flux is 0.051935.

The total fluxes are small, because the highest permeability is only 1 and there are many blocks with very low permeability. If the entire domain has permeability one, then the total flux will be 1, due to the specified boundary conditions.

Remark 5.1. Generally speaking, a numerical method for solving (1) involves some type of averages of the permeability over a certain stencil. According to [32], the mixed methods are \(K^{-1}\)-methods, whereas the continuous Galerkin methods
are K-methods. In this regard, the weak Galerkin methods are K-methods. However, their performances on Example 4 demonstrates “approximation below”, a typical feature of K⁻¹-methods.

6. Concluding remarks

It has been observed in our numerical experiments that WGFEMs and MFEMs produce very close numerical results in pressure and flux, when permeability is piecewise constant, even though these two types of methods are established on totally different concepts. There actually exists some “equivalence” between WGFEMs and MFEMs, which can be established via hybridized MFEMs [20].

We examine the equivalence for a simple case K = I₂:

\[ \nabla \cdot (-\nabla p) = f \quad \text{on} \quad \Omega, \quad p|_{\partial \Omega} = 0. \]

Let \( \mathcal{E}_h \) be a triangular mesh. Note that the MFEM using \( V_h = RT_0(\mathcal{E}_h) \subset H(\text{div}, \Omega) \) and \( W_h = P_0(\mathcal{E}_h) \subset L^2(\Omega) \) seeks \( \mathbf{U}_h \in V_h, \ p_h \in W_h \) such that

\[
\begin{align*}
\left( \mathbf{U}_h, \mathbf{v} \right)_{\mathcal{E}_h} - (p_h, \nabla \cdot \mathbf{v})_{\mathcal{E}_h} + (\lambda_h, \mathbf{v} \cdot \mathbf{n})_{\Gamma_h} &= 0, \quad \forall \mathbf{v} \in \mathcal{V}_h, \\
-(\nabla \cdot \mathbf{U}_h, w) &= -(f, w), \quad \forall w \in W_h. \\
\end{align*}
\]

The normal flux continuity built in the definition of \( V_h = RT_0(\mathcal{E}_h) \) can be relaxed through hybridization, i.e., using a space of Lagrange multipliers \( M_h = P_0(\mathcal{I}_h) \) on the edges and a new space \( \tilde{V}_h = \prod_{E \in \mathcal{E}_h} RT_0(\mathcal{E}) \subset V_h \). This leads to the hybridized MFEM: seek \( \tilde{\mathbf{U}}_h \in \tilde{V}_h, \ p_h \in W_h, \ \lambda_h \in M_h \) such that

\[
\begin{align*}
\left( \tilde{\mathbf{U}}_h, \mathbf{v} \right)_{\mathcal{E}_h} - (p_h, \nabla \cdot \mathbf{v})_{\mathcal{E}_h} + (\lambda_h, \mathbf{v} \cdot \mathbf{n})_{\Gamma_h} &= 0, \quad \forall \mathbf{v} \in \tilde{\mathcal{V}}_h, \\
-(\nabla \cdot \tilde{\mathbf{U}}_h, w) &= -(f, w), \quad \forall w \in W_h, \\
(\tilde{\mathbf{U}}_h \cdot \mu, \mathbf{n}) &= 0, \quad \forall \mu \in M_h. \\
\end{align*}
\]

The first equation in (23) can be rewritten elementwise as

\[ (-\tilde{\mathbf{U}}_h, \mathbf{v})_E = (\lambda_h, \mathbf{v} \cdot \mathbf{n})_{\mathcal{E}_h} - (p_h, \nabla \cdot \mathbf{v})_E, \quad \forall \mathbf{v} \in \mathcal{E}_h. \]

If we interpret \( \{p_h, \lambda_h\} := \{p_h^0, \lambda_h^0\} \) as \( p_h \) as a discrete weak function, then the right-hand side of the above equation becomes \( (\nabla w_d p_h, \mathbf{v})_E \), according to the definition formula (5) for discrete weak gradients. So \( -\tilde{\mathbf{U}}_h = \nabla w_d p_h \), or \( \tilde{\mathbf{U}}_h = -K \nabla w_d p_h \), since \( K = I_2 \) in this case.

This explains the closeness of the numerical solutions of MFEM and WGFEM observed in Example 4. If the space for discrete weak gradients in the WGFEM is chosen as the same vector function space for velocity in the MFEM, then the WGFEM and MFEM have the same degrees of freedom, but the WGFEM has less degrees of freedom than that of the hybridized MFEM. Notice that the degrees of freedom for the WGFEM are all for the pressure, whereas the degrees of freedom for the MFEM are for both pressure and flux.

Of course, this “equivalence” is not a full equivalence. When the source and boundary conditions are nonzero, or the permeability varies spatially, the difference between the WGFEM solution (pressure, flux) and the MFEM solution will be higher order of the mesh size. We shall investigate this further theoretically and numerically.

In this paper, we have investigated the weak Galerkin finite element methods for Darcy flow and demonstrated their potentials as viable tools for numerical simulations of flow in porous media. These novel methods are significantly different than other existing finite element methods. We have observed the following main features of the WGFEMs:

- Locally conservative by design;
- Normal flux is continuous across element interfaces;
- Less or equal number of unknowns (compared to DGFEs or MFEMs);
- Definite discrete linear systems (compared to MFEMs);
- No need for choosing penalty factors (compared to DGFEs).

More detailed comparison of the WGFEMs against the DGFEs and the MFEMs can be found in [22].

From the study presented in this paper, we could conclude that

(i) WGFEMs can adequately handle anisotropy and heterogeneity in Darcy flow;
(ii) WGFEMs can be viable alternatives of the classical MFEMs, when applied to Darcy flow calculations;
(iii) For large-scale computations with Darcy flow, WGFEMs could be more convenient than MFEMs, since the former deal with symmetric definite discrete systems, the latter result in indefinite linear systems.

The Darcy velocity generated by the weak Galerkin methods can be coupled with transport problems. Accurate, efficient, and robust solvers for Darcy flow are much needed for investigating stochastic properties of flow in porous media, especially for three-dimensional numerical simulations. These will be addressed in our future work.

Besides the standard formulations presented in this paper, the weak Galerkin methods also possess mixed and stabilized formulations, which can be used as solvers for the Darcy equation as well. The reader is referred to [35].
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