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Some Examples of Computer
Calculations with Finitely Presented
Groups

Zusammenfassung: We illustrate, in three examples taken from joint work with
Gerhard Rosenberger, how standard computer algorithms can be used to verify

finitely presented groups being finite, infinite, or having a free subgroup.
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For Gerhard Rosenberger,
who has been a Guide to New and Exciting Mathematical Lands.

When investigating a finitely presented group G, the most fundamental questions
are whether G is finite, and if so to determine a faithful representation); respectively
for infinite groups to find structural information (such as free subgroups) that prove
infinity. In this quest computer calculations can be of help, even if their success
cannot be guaranteed a priori.

Such methods have been long known, some predate the existence of electronic
computers. In the context of modern systems for computational group theory (such
as GAP [GAP], which we shall use below, or Magma [BCP97|), however, they can
also be used in interplay with explicit calculations in finite quotients. This allows
for more systematic search for subgroups and homomorphisms, and ultimately

gives a far broader scope to many of the algorithms.

The purpose of this note is to describe the algorithms available, and illustrate
their use through examples, taken from joint work with Gerhard Rosenberger. In
this, our goal is not to provide explanations of details, or correctness proofs, for the
by now classical algorithms. This has been done before [Neu82, Sim94, HEOO05],
much better than the author would be able to do here. Instead, the goal is to
describe how to use the existing tools to obtain the desired mathematical results.

As guidance for the user we also indicate a scope for these methods — roughly
what kind of calculation one can expect to finish, on a common laptop in under

half an hour and using under 2GB of memory, for a 2-generator finitely generated
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group. With the cost of many of the algorithms being exponential, this will not

change dramatically, even if more resources are available.

The algorithms we shall encounter fall, roughly, in two categories. One finds
quotients (and works in such quotients), the other manipulates words in generators.

For solving concrete problems, usually a mix of both approaches is required.

1 Impossibility Results

Before looking at actual algorithms, it is appropriate to address the resident
elephant in the room. This is the result by Boone [Boo57] and Novikov [Nov55]
that there cannot be a universal algorithm that determines whether a given finite
presentation describes the trivial group. This result is proven by reduction to the
Halteproblem for Turing machines. As such, it applies to any “classical” computer,
as well as to quantum computers.

While it is a genuine impossibility result, its interpretation can be misleading
at first. The result says: “you are not guaranteed to win’. But this does not mean:
“you must lose”. Indeed, we will see algorithms1 that produce (exact, proven) results
in many cases. The impossibility result manifests itself in that an algorithm might
end in failure, or might not terminate within available predefined memory or time
constraints. In the case of such failures, we cannot determine anything about
the problem considered — maybe we were just not patient enough to wait or had

insufficient memory available.

2 Fantastic homomorphisms and how to find
them

Let G = (g) be a group. By the universal property of free products (this is
often called van Dyck’s theorem), a map ¢: g — H to a group H, given on
generators, extends to a homomorphism G — H if and only if for each relator
r € R the evaluated image 7(¢(g)) = 1 is trivial. Thus, as long as H is a group in
which element equality can be tested easily, one can test whether such maps are

homomorphisms. Evaluating them on arbitrary elements of G is easy.

1 We shall use the word “algorithm”, rather than “method”, despite the fact that we cannot
promise successful completion a priori.
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2.1 Working with homomorphisms

Assuming that H is a group for which effective algorithms exists, for example a
permutation group, or a so-called PC-group (a group with a normal form given by
a polycyclic presentation, [LNS84]), one then can work in the image ¢(G) < H to
find suitable subgroups or elements.

Such homomorphic images can also be used to represent subgroups [Hul01]: The
subgroup U < G is represented, using a suitable homomorphism ¢ with ker ¢ < U,
by the pair (¢, p(U) < ¢(G)). For any subgroup represented this way, we denote
by DefiningQuotientHomomorphism the homomorphism ¢ used to represent it.

In this representation we can test membership in U (as ¢(z) € ¢(U) for
x € G) or the subgroup index [G : U] = [¢(G) : ¢(U)]. The normalizer Ng(U) is
represented by the pair [p, N,(g)(¢(U))]). For the intersection of two subgroups,
we form the direct product of their respective homomorphisms and calculate the

intersection in its image.

With this reliance on homomorphisms, the basic paradigm in investigating G
is to find a nontrivial homomorphism ¢: G — H. One then either deduces a result
(such as being of infinite order) from the quotient ¢(G) itself, or finds a suitable
(finite index) subgroup U < G as pre-image under ¢ of a subgroup of ¢(G). By
transitioning to a presentation of U this process can be iterated. To pull results
back to GG, a homomorphism ¢: U — @ on U yields an induced representation
P TG: G — QU5(g.y) into a wreath product, that is defined on all of G.

2.2 Searching for Generator Images

The elementary way for finding homomorphisms is simply to take a finite group
H, and to try out all possibilities for images for the generators of G in H on
whether they yield a homomorphism, using van Dyck’s theorem. This can be done
in a backtrack-style search. It often is desirable to demand surjectivity (to reduce
the number of images), and to consider such images only up to conjugacy in H.
The resulting algorithm is called Homomorphisms, or GQuotients. It is particularly
useful to identify (almost) simple groups H as quotients of G, since for these groups
tend to have the smallest number of candidate images up to conjugacy.

Such a search takes naively |H|" steps (where n is the rank of G) and conjuga-
tion does not fundamentally reduce this cost. In practice this means that the scope

of such a search is prospective quotients of order ~ 107 to 108.

A significantly more sophisticated approach [PF09]| determines geometric con-

ditions on the entries of potential matrix images of the generators of G, thus
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determining all ¢ for which PSLy(q) could be a quotients of G. This algorithm is

currently not implemented in Magma, but not in GAP.

2.3 Low Index Methods

An interesting variant is to take as image groups H the symmetric groups S; up a
given degree d > i, but instead of surjectivity require the image to be transitive.
The point stabilizers in these images then correspond exactly to subgroups of G of
index @ < d, which explains why this variant is called the “Low Index Algorithm”.

The cost of such a calculation grows with d!™. This means that the scope of

such calculations is often < 20 and even in favorable cases rarely more than 35.

In certain combinatorial applications one needs to find not all subgroups,
but only normal subgroups, though for significantly larger indices — possibly 10%.
Following an approach from [Fir05], this is done easiest through a combination
of GQuotients for almost simple groups and suitable quotient algorithms app-
lied to subgroups. Such an algorithm is implemented in GAP through the LINS
package [Rob23].

2.4 Permutation action on subgroup cosets

If U < G is a subgroup of index d, the action of G on the cosets of U will yield a
homomorphism G — S;. In the case that U is given through a generating set, the
coset enumeration process by Todd and Coxeter [TC36], the oldest algorithm for
groups, can be used to determine the permutation image of such a homomorphism.
(This, in particular, also determines the index d = [G : U] and thus can be used, in
the case of U = (1), to determine the order of G.)

The process works by systematically enumerating cosets of U, starting with
the trivial coset U -1, as images of known cosets under generators and their inverses.
Two cosets get identified, if group relation or subgroup generators force them to be
equal. The construction of a new coset U - xg, as image of the coset Uz under the
generator g, not only establishes a coset representative xg, but also provides the
permutation action of the generator g on the coset. Once the process finishes (i.e.
all cosets have defined images under all generators, and no cosets remain forced to
coincide), the calculation thus obtains permutation images for generators and their

inverses in the permutation action ¢ of G on the cosets of U.

(The matrix, whose columns are the permutation images is called the coset

table. For working with the subgroup, however the associated homomorphism is
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more useful.) The subgroup U then can be represented as the pre-image, under ¢,

of a point stabilizer in p(G).

The scope of such an enumeration is in the range of 10° to 107.

2.5 Quotient Algorithms

The last class of algorithms find quotients of G, that are the largest within a
particular class. A prototype of this is the abelianization of G (the largest abelian
quotient). It is obtained by writing the relators abelianized in rows of a matrix and

transforming it into Smith Normal Form.

More generally, quotient algorithms take an existing (WLOG surjective) quoti-
ent ¢: G — @ and determine a maximal @Q-module M (for a chosen prime p, or
even the ring of integers), subject to predefined constraints, such that there is a
homomorphism ©: G — M.Q through which ¢ factors.

By iterating this caonstructs quotients of G that are maximal as p-groups (or
nilpotent groups) of user-defined class (The p-quotient algorithm, PQ, [NO96]), sol-
vable of defined extension structure (solvable quotient, SQ, [Ple87, Nie94, Brii98]),
or simply extend a given finite quotient ¢ (hybrid quotient, [DH21]). There also
are variants for infinite polycyclic quotients.

The suitable module M and extension M.Q are found by constructing, in a
process similar to constructing all groups of a given order, a maximal cover group
K.Q as an extension of an module K by @ that still can be generated by the
same number of elements. The algorithm then evaluates the relators in R in this

extension, resulting in a normal subgroup N < K and yielding M = K/N.

The scope of the p-Quotient algorithm can be quotients of order p'00; the
other algorithms typically are more typically quotients of order 107 to 10°.

3 Word Gymnastics

Products of group elements that occur in an abstract proof look very much like
words in a free group. It thus is natural to expect calculations in finitely presented
groups to consist of manipulating words, using the relations that define the group.
Indeed such algorithms exist but are typically less impactful than one might imagine,
since it is often impossible to create rules or recipes from which the right sequence
of manipulations follows.

What exists are processes that fundamentally replace substrings of words in a

systematic way. In computer science, this is called string rewriting.
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3.1 Normal Forms

Many of the difficulties in handling finitely presented groups would disappear, if we
could use the defining relations to bring every word representing a group element
into a normal form that only depends on the element of G it represents. This is
the case in textbook examples for certain prominent classes of groups (such as
dihedral groups or Coxeter groups). Alas, effective generalization is hard. One way
for this is to use the Knuth-Bendix [KB70] algorithm (considering the group as a
monoid by taking inverses as new generators) in the hope of determining a finite
confluent rewriting system for it. Indeed, the powerful techniques for polycyclic
presentations or PcGroups [HEOO5, Chapter 8] are a special case.

In GAP, the use of a (length-based) normal form for FPGroups can be triggered
for a group G by the command SetReducedMultiplication(G); Arithmetic done
after this command will bring elements into this normal form. It works very well

for small groups, but can run into difficulties for orders beyond 10°.

gap> f:=FreeGroup("r","s");; G:=f/ParseRelators(f,"r5,s2,sr=Rs");;
gap> r:=G.1;; s:=G.2;; (r*7)*(s*4);

SA-4xrATxsA4

gap> SetReducedMultiplication(G); # trigger reduction

gap> (r*7)"(s"4);

r*-1

In general, however, such a system is not guaranteed to exist if the group is
infinite, furthermore there are no bounds on memory requirements, or on run time
required. This difficulty, together with the need to define a suitable ordering, puts
more sophisticated uses of this tool beyond the scope of this article.

We note, however, that such rewriting systems and resulting normal forms
can provide a very elegant way of proving that a group is infinite, if the shape of
the rules allow for the deduction of infinitely many possible normal forms, see for
example [HH10].

3.2 Reidemeister Rewriting

The Reidemeister-Schreier rewriting process [MKS66, § 2.3] provides an effective
way of realizing a subgroup of finite index as a finitely presented group on its own.
The generators used are the Schreier generators of the subgroup.

It’s input is a finitely presented group G, and a permutation representation of
G (given through images of the generators) on the cosets of a subgroup U < G.
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This representation defines, through lexicography on words, representatives for the
cosets of the subgroup, and thus Schreier generators. By definition, the product or
a coset representative by a generator r1 - g = s - ro can be written as product of a
Schreier generator s with another coset representative ro. Tracing a word w € U,
given in the generators of GG, through the cosets thus accumulates a factorization
of w into product of Schreier generators.

1 , where w runs through relators and

Tracing through the conjugates r-w -r~

r through coset representatives, gives defining relators for a presentation of U in

the Schreier generators. A few remarks on this process are in order:

1. Generator number and total relation size increase roughly by a factor of [G : U].
This puts the scope of the general method at around index 10* to 10°.

2. There are some Schreier generators and some rewritten relators that can be
guaranteed a priory to be trivial, or duplicate. The Reduced Reidemeister-
Schreier process incorporates this in the process to obtaining a somewhat
reduced presentation.

3. If we are only interested in in the structure of the abelianization U/U’, we can
save storage by treating the rewritten relators as commutative words.

4. Another variant, called Modified Todd-Cozeter (MTC), produces a presentation
in a user-selected set of generators, at the cost of a less nice presentation.

5. An important special case of the MTC is that of a cyclic subgroup. Here any
rewritten relator is just a power of the generator. This is used in the standard
algorithm for determining the order of a finite finitely presented group: Find
a cyclic subgroup of (moderate — say 10° to 10°) finite index. Rewrite the
presentation to this subgroup. The whole group order then is the product of

subgroup index and subgroup order.

3.3 Tietze Transformations

It often turns out that there is a significant amount of redundancy in the pre-

sentations resulting from Reidemeister rewriting. It thus is desirable [HKRR84]

to reduce these presentations in a greedy manner through a sequence of suitable

Tietze transformations that can eliminate generators or reduce relators:

— Delete relators that are duplicate or conjugates

— If a relators has form r; = a - b - ¢ with the length of b being larger than that
ofa” !¢, replace any occurrence of b in other relators by ateL

— If a generator occurs in only one relator, use it to replace this generator (and
thereby the total number of generators used).

—  Duplicate (or conjugate) relators obviously can be deleted.
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Elimination of generators often leads to a significant growth of the overall presen-
tation length, thus some heuristic on generator reduction needs to be used.

Often such a reduction is done automatically as part of a rewriting routine, in
this case generator reduction is not as aggressive as it would be with an explicit
call for reduction.

In GAP such rewriting processes with subsequent Tietze reduction are typically
encapsulated within a homomorphism, for example IsomorphismFpGroup which
provides a map to an isomorphic group with the new presentation, respectively
IsomorphismFpGroupByGenerators which does so for a desired generating set.

When asking for properties of a subgroup (such as quotients), the system

internally calculates such a homomorphism, and then works in its image.

3.4 Extending a Quotient

By iteratively considering quotients of subgroups, it is often possible to obtain larger
quotients of a finitely presented group through an induced subgroup representation.
This is particularly useful for the case of abelian quotients of subgroups (for which
the task of rewriting the presentation is easier): Given a finitely presented group
G, and a homomorphism ¢: G — @, consider a subgroup kerp < U < G with
S = ¢(U). (In fact U will have been obtained as pre-image of the subgroup S < G.)
If $/8' 22 U/U’, we can find a subgroup U’ < V < U such that kerp £ V. (The
question for which subgroups one can guarantee this property is studied in [Hul01].)

The action of G on the cosets of then V is the induced representation of
the action of U on the cosets of V. The defining quotient homomorphism of
V Nkery has a larger image. GAP implements a algorithm for finding such a
subgroup V' (with suitable defining quotient homomorphism) through the operation
LargerQuotientBySubgroupAbelianization.

The scope of this method is similar to that of rewriting a presentation, about
index [G : U] < 10%

4 Examples

We illustrate these algorithms in three examples, taken from joint work with
Gerhard Rosenberger. We start with a group for which we prove, in three standard

ways, that it is infinite.
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Consider the tetrahedron group (from [FHH' 08| where it is handled through

a purely theoretical argument):
3 3 5 2 242 3\2 2
(z,y,2 |2 =y =27 = (ayz’y")" = (yz°)” = (x2)” = 1).

gap> F:=FreeGroup("x","y","z");;

gap> rels:=ParseRelators(F, "x3=y3=z5=(xyx2y2)2=(yz3)2=(xz)2=1");
[ x*3, y*3, z*5, (x*z)*2, (y*z*3)"2, (Xxxy*x"2xy*2)*2 ]

gap> G:=F/rels;;

gap> AbelianInvariants(G);

[ 1]

Note that G is perfect, and thus has no nontrivial solvable quotients.

Method 1: Subgroups of Small Index
In about 3 minutes we calculate representatives the 28 subgroup classes of index

up to 15. None of it has infinite abelianization (commutator factor group U/U’).

gap> 1:=LowIndexSubgroupsFpGroup(G,15);;
gap> List(l,AbelianInvariants);
crc 1,031,031, C031,C031,C02,2,41,C21,C 1, L[...]

Index 16 takes 10 minutes, and finds 8 more subgroups, none of which prove infinity.
Index 17 finds no further subgroups, but takes about half an hour. Larger indices
thus get quickly out-of-reach.

Instead, we intersect the subgroups of index up to 15. It gives a quotient of
structure 210, (A2 x Ag).

gap> k:=Intersection(l);;

gap> q:=DefiningQuotientHomomorphism(k);; p:=Image(q);
<permutation group of size 4777574400000 with 3 generators>
gap> Size(RadicalGroup(p)); # largest solvable normal

1024

gap> StructureDescription(p/RadicalGroup(p));

"A6 x A5 x A5 x A5 x A5"

To find subgroups of moderate index, we search through the 2nd maximal subgroups
(maximals and maximals thereof) of this image by increasing index. At index 20
we happen to find a subgroup, whose pre-image in G has infinite abelianization,

thus proving that G is infinite.
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gap> m:=LowLayerSubgroups(p,2);;SortBy(m,x->Index(p,x));

gap> u:=First(m,x->0@ in AbelianInvariants(PrelImage(q,x)));;Index(p,u);
20

gap> AbelianInvariants(PrelImage(q,u));

[o, 2, 2]

This subgroup in fact arises already in a much smaller quotient 2% Ag.

gap> uq:=Image(FactorCosetAction(p,u));;StructureDescription(uq);
"(C2 x C2 x C2 x C2 x C2) : A6"

gap> MinimalFaithfulPermutationDegree(uq);

12

But finding this quotient directly would be hard, since G has a quotient 261 Agq

gap> q:=GQuotients(G,AlternatingGroup(6));;
gap> Collected(AbelianInvariants(Kernel(q[1]1)));
LL2 61711

Method 2: Simple Quotients

There are other successful ways to prove infinity. For example we could iterate
through simple groups (more generally: also subgroups of their automorphism
groups), trying to find those that are quotients of G:

gap> it:=SimpleGroupsIterator();;
gap> repeat p:=NextIterator(it);q:=GQuotients(G,p);until Length(q)>0;p;
A5

Repeating this process finds, iteratively, quotients of type Ag, PSp4(4) and
PSpe(2). If we search through the subgroups of this last group, we find a subgroup

of index 56, whose pre-image in G has an infinite abelian quotient.

gap> q:=q[1];;p:=Image(q);

PSp(6,2)

gap> m:=List(ConjugacyClassesSubgroups(p),Representative);;Length(m);
1369

gap> SortBy(m,x->Index(p,x));

gap> u:=First(m,x->0 in AbelianInvariants(PrelImage(q,x)));;Index(p,u);
56

gap> AbelianInvariants(PreImage(q,u));
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[0, 0, 0]

Method 3: Existence of p-group Quotients
Alternatively once more, we can use the infinity criterion from [New90], which is
based on a sharpened form [GN70| of the Golod-Shafarevich theorem.

For this we rewrite the presentation to the kernel of the projection from G
onto Ag. We temporarily set the informational output higher to see the numbers

on which the result is based.

gap> q:=GQuotients(G,AlternatingGroup(6));
Llx,y,z1->T[(Q,4,2), (1,2,4)(3,6,5), (1,2,3,4,5) 1 1]
gap> K:=Kernel(q[1]1);;

gap> SetInfolLevel (InfoFpGroup,1);

gap> NewmanInfinityCriterion(K,?2);

#I 61 generators, 360 relators, p=2, d=61 e=1531

#I infinite by criterion 2

true

We find that this subgroup K has a (rewritten) presentation on b = 61
generators and s = 360 relators. Setting K1 = [K, K|K? and K2 = [K, K]|KP and
d =rankK /K1, e = rankK; /Ko. By [Joh97, ond edition, Proposition 16.3, p.198]
(the paper [New90] does not spell out the formula for p = 2), the group K thus

has arbitrarily large 2-quotients and thus is infinite.

4.1 Finding Free Subgroups

Next, we consider the group [FHgR™11, (16) on p.12]

G=(eyz|e’ =y' =2 = (wyay’)’ = (y2)* = (@2)” = 1)
Our goal is to expose a subgroup which has a free quotient of rank > 1 (which
proves the existence of a free subgroup). This involves a further investigation of a

suitable subgroup with an infinite abelian quotient of rank > 1.

Again we start by searching for subgroups of small index, looking for some

that have an infinite abelianization.

gap> f:=FreeGroup("x","y,"z");;

gap> G:=f/ParseRelators(f, "x3=y4=z3=(xyxy3)2=(yz)2=(xz)2=1");;
gap> 1:=LowIndexSubgroupsFpGroup(G,25);;

gap> l:=Filtered(1l,x->0@ in AbelianInvariants(x));;
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It turns out that all abelianizations of these subgroups have a torsion component.
We pick a subgroup for which the torsion seems small, and calculate again subgroups
of it.

gap> u:=First(l,x->AbelianInvariants(x)=[0,0,2]);
Group(<fp, no generators known>)
gap> Index(G,u);
24
gap> 12:=LowIndexSubgroups(u,?2);
gap> List(12,AbelianInvariants);
[[o,0 21, [0,0, 2,21, [0,0,0, 01, [0,0, 2, 21,
Lo, 0, 4,81, [0,0,2, 41, [0,0,02,21,[0,0,2, 4171
gap> v:=12[3];;Index(g,v); # number 3 has abelianization [0,0,0,0]
48

We find a subgroup (of index 48 in the original group) whose abelianization is a
free abelian group. This is our candidate. We rewrite the presentation and find a

group on 4 generators, which however is not free.

gap> iso:=IsomorphismFpGroup(v);;h:=Range(iso);
<fp group on the generators [ F1, F2, F3, F4 1>
gap> RelatorsOfFpGroup(h);

[ F2xF3xF2*-2xF3*-1%F2, F3xF1*2xF3*-1xF1*-2,[...]

In the hope of identifying a free quotient of lower rank, we recall that a free group
of rank 2 has [Hal36] exactly 19 quotients of type As and 53 of type Ag:

gap> Length(GQuotients(FreeGroup(2),AlternatingGroup(5)));
19
gap> Length(GQuotients(FreeGroup(2),AlternatingGroup(6)));
53

Inspecting quotients H — As, we find exactly 19 that map the first and second
generator in the same way, and all of these map the 3rd generator trivially:

gap> g:=GQuotients(h,AlternatingGroup(5));;Length(q);

28

gap> tst:=Filtered(q,x->Image(x,h.1)=Image(x,h.2));;Length(tst);
19

gap> List(tst,x->ImagesRepresentative(x,h.3));
LO,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,01
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Similarly, there are 53 quotients to Ag that satisfy these two conditions:

gap> q:=GQuotients(h,AlternatingGroup(6));;
gap> Number(qg,x->Image(x,h.1)=Image(x,h.2) and IsOne(Image(x,h.3)));
53

This indicates that the quotient obtained by factoring out the quotient of the first
two generators, as well as the third one, might be free of rank 2. We are able to
verify this by constructing this quotient and simplifying its presentation 2
gap> f:=h/[h.1/h.2,h.3];;sim:=IsomorphismSimplifiedFpGroup(f);
[ F1, F2, F3, F4 1 -> [ F1, F1, <identity ...>, F4 ]

gap> Range(sim);

<fp group of size infinity on the generators [ F1, F4 1>

gap> RelatorsOfFpGroup(Range(sim));

L ]

4.2 Proving Finiteness

For a final example, we show that a group is finite. The example taken is (this is
[FHH08, p. 560, Nr. 17)])

2 3 2 2 2 2 2\2 2 2
G={(zyl|z"y", 2", (zyzyryry”zy syzy zy”)", (y2)°, (z2)%).

Again, we start looking at subgroups of small index. Trying increasing index
limits we find that we are able to calculate these to a comparatively large index,

but that none has an infinite abelian quotient.

gap> f:=FreeGroup("x","y","z");; G:=f/ParseRelators(f,

> "x2,y3,z2, (Xyxyxyxy2xy2xyxy2xy2)2,(yz)2,(xz)2");;

gap> 1:=LowIndexSubgroups(G,60);;Length(l);

621

gap> ForAny(l,x->0 in AbelianInvariants(x));

false

gap> Collected(List(1l,x->Length(Generators0fGroup(x))));

L2 271, 03,1511, [ 4,2531,[5, 131, [6,631, 7,211,
L8 21,09, 111

2 Caveat: in GAP the command IsFreeGroup only indicates whether a group was created
as a free group and is not a proper freeness test.
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Furthermore, we see that most of these subgroups can be generated (using the
Reduced Reidemeister-Schreier method) by few elements. All of this indicates that
the group might be finite.

However an attempt to calculate the order of G directly ultimately fails for

reasons of memory usage in a Todd-Coxeter coset enumeration:

gap> Size(G);

#I Coset table calculation failed -- trying with bigger table limit
#I Coset table calculation failed -- trying with bigger table limit
[... message repeats a number of times, until ultimately: ]

Error, reached the pre-set memory limit in

TCENUM. CosetTableFromGensAndRels( fgens, grels, fsgens) at [...]

What happens here is that the standard test for finiteness in GAP (see item 5
in section 3.2) tries to find a cyclic subgroup of moderate index. We shall see that
in this example the largest cyclic subgroup has index ~ 7 - 10%, which makes this
standard approach unsuitable.

Instead, we seek a quotient of the group that is as large as we can find (in
the example it is in fact a faithful representation) and in this quotient look for
a (possibly non-cyclic) subgroup of index in the range 10* — 10°. We rewrite the
presentation to the pre-image of this subgroup (and hope it does not get too large)
and then try to show (by enumerating cosets of a cyclic subgroup) that the group

given by this rewritten presentation is finite.

We thus investigate the quotient exposed by the subgroups we found so far:

gap> k:=Intersection(l);

Group(<fp, no generators known>)

gap> q:=DefiningQuotientHomomorphism(k);;

gap> p:=Image(q);

<permutation group of size 13271040 with 3 generators>

We calculate second maximal subgroups of this quotient (we tried maximal ones
first, but they did not help), and try to use their abelianizations to find a larger
quotient (as described in section 3.4):

gap> m:=LowLayerSubgroups(p,2);;Length(m);

87

gap> subs:=List(m,x->LargerQuotientBySubgroupAbelianization(q,x));;
gap> subs:=Filtered(subs,x->x<>fail);; Length(subs);
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gap> k:=Intersection(k,Intersection(subs));;
gap> q:=DefiningQuotientHomomorphism(k);;p:=Image(q);
<permutation group of size 849346560 with 3 generators>

Repeating this (and trying other quotients) does not yield a larger quotient.
We notice that a subgroup of this quotient of order a few 1000s will have index
a few 10000s, and thus would be amenable for finding a presentation by rewriting.
We try a chain of subgroups containing the normalizer of the 3-Sylow and
attempt maximals and second maximal subgroups in a subgroup of index about

4-10%. (There are many other ways of finding a suitable subgroup.)

gap> u:=Normalizer(p, SylowSubgroup(p,3));

<permutation group of size 5184 with 5 generators>

gap> ac:=AscendingChain(p,u);;List(ac,Size);

[ 5184, 20736, 82944, 5308416, 21233664, 212336640, 849346560 ]

gap> m:=LowLayerSubgroups(ac[2],2);;

gap> Collected(List(m,Size));

[ [ 1728, 31, [ 2304, 57, [ 2592, 7 1, [ 3456, 32 1, [ 5184, 36 ],
[ 6912, 3 1, [ 10368, 7 1, [ 20736, 111

We settle on a subgroup of order 6912, and rewrite the presentation to its pre-image
in G:

gap> u:=First(m,x->Size(x)=6912);

<permutation group of size 6912 with 4 generators>
gap> v:=Prelmage(q,u);

Group(<fp, no generators known>)

gap> iso:=IsomorphismFpGroup(Vv);;

gap> h:=Range(iso);

<fp group on the generators [ F1, F2, F3, F4, F5 1>

We try calculating the order of this finitely presented group, and find it to be 6912.
This proves that G is finite of order |v| - [G : v] = 849346560. Incidentally this also

proves that the quotient ¢ we found is a faithful permutation representation.

gap> Size(h);

6912

gap> Size(h)*Index(g,v);
849346560
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This representation allows us to identify the structure of the group as being a

central product of SLy(5) with a large solvable group.

gap> n:=Filtered(NormalSubgroups(p),x->Size(x)<Size(p) and Size(x)>1);;

gap> m:=Filtered(Combinations(n,2),x->p=ClosureGroup(x[1]1,x[2]1)

> and Size(Intersection(x[1]1,x[2]))<4);

[ [ <permutation group of size 14155776 with 13 generators>,
<permutation group of size 120 with 2 generators> 1]

gap> Size(Intersection(m[11));

2

gap> StructureDescription(m[1][2]);

"SL(2,5)"

gap> IsSolvableGroup(m[1]1[1]1);

true

(We also can calculate that the largest cyclic subgroup of G has order 120, indicating
that indeed the approach of calculating the order through a large cyclic subgroup

would be infeasible in this example.)

4.3 Epilogue

While these are selected examples, they are not atypical. In the author’s experience,
examining broader sets of groups with presentations of similar characteristics, the
success rate of determining finiteness with the methods presented here has been
clearly upwards of 70%. Not bad for a task that cannot have a general solution.
Of course, things become more difficult or even impossible, if questions hinge on
establishing indices (or group orders) that are clearly beyond 10°.

In investigating finitely presented groups, the computer therefore is never a
replacement for a human researcher, but just a tool that helps in settling many
cases, allowing for the human to concentrate on what cases are difficult and thus

worthy of investigation with human ingenuity.
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