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Abstract. An algorithm for the construction of finite solvable growps
of small order & given, A parallefized version under PWM & presented.
Drifferent maodels for parallelization are discussed.

1 Group Extensions

A finite group & is called selvable, il there exists a chain of normal subgroups
1 =5 < &) < ... < G = such that each group &5 is normal in its succesor
i1 and that the index ¥y 0 G5 is prime for i = 0, ., 8 = 1,

Consider the simplest situation of a group extension & with a normal sub-
group N of prime index p = [ ; N] (compare HurrerT 1, 14.8 [3]). Take an
arbitrary g € G'N. Then & = (N, g} and the factor group /N consists of
the cosets N, Ng, Ng®, ... . N¢*='. BEach coset Ng' with ¢ 2 0 mod p generates
the factor group. Because of (Ng)P = Ng® = N one gets oF = h € N, As
Nois mormal in & g Vg = nf s oan element of N for any 1 & N. Cou-
Jugation with the fxed eement g € G defines an automorphism of N since
(g} = g7 "'nygg 'ngg = nind. This nner automorphism of & considered
as an automorphism of N I8 not generally an Inner auiomorphism of &, Define
ag s N = N nf, the assoclated automorphism, What Is known about a,?

1) gF =k e N ridy, acyelic and therefore abellan subgroup, so i = % = k.
i) g = h implles for any n € N: 08" = n™ = n", so that arf = Inny. where
inny Is the Inner avtomoephism of N Indoced by conjugation with k.

On the other hand, one easily verlfles that for any group N and any palr of
clements i € N and o € Aut(N} there exisis a group O of order p- |V, 5

1) k* = h and
) af =linng.

Oine ohialng the group extension by nteoducing an element g with * := h and
g "ng = n™. (N, g) defines a group & of order p- |V and, by definition, N is
normal in £F,

Elements & € W and o € AutiN) where N is & fixed group are called ad-
miaaitle, if the conditions i) eod i) of sbove are fullfilled. Let now & and o
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be an arbiteary admissible palr for prime p and group N, Defloe the group
cxbenalon Ext(N_ p h.a) to bhe the group generated by the elementis of W
and an element g with ¢* = h and »* = #n® for each n € N. Define
the set of all poesible group extensions Ext(N.g) to be {Ext[N.p ha)|h €
Moo e AutiN), hand o admissible for N and p}. If @ &5 a set of groups one de-
fines ExtiG, p) i= Ugeg Ext(O, p).

Clearly, the construetion of such group extensions needs a good knowledge
of the automorphism group.

Because subgroups of solvable groups are solvable too, i€ 38 possible to con-
struct solvable groups by itecation of the procedure just indicated: Assume one
wanis o find all solvable groups of & glven order 1. Because the order of sub-
groups always divides the order s, the lattioe of divisors of n comes Into play.
By Induction, one can assume that all stelet subgeoups have aleeady been detor-
mined, Then, one has to construct all group excensions for all possible subgroups
of prime Index (in the group of order n). Therefore, consider the peioe factoriza-
thon of 5. Any rearrangement of the primes might pessibly occur as a sequence
of orders of factor groups In the normal chaln of & solvable group of order n.
S0, one starts at the bottom (the trivial group) constructing all geoups of prime
order. Then one goes up and determines all groups with order & product of two
primes, three primes and so on. MNote thet the lattice of subgroups of & group
of order n can be divided into layers according to the number of primes of the
corresponding group orders (counting multiplicities).

Denpiing the set of solvable groups of order n by 4G, (German: “aufldshare
Crruppe™ ) one has

AGw = |J Ext{AG..p) (1}

Pl pprime

In the prime power case this reduces to the formula AG . = Exti Al a-1, p).
Because groups of prime power order are solvable, any group of prime powers
order will be obtained by this way.

Irn hee Following we will specalize our notation to the case of solvabile groups
Agﬂ. L n am] T o= primus d;l‘;dinﬂ. n. Then it :IIIiE]I.'_ |:|.a|,|_;|;,|-|,-:||. that extensions
G € Extl A, g, p) and Gy € Exti 4G, 0, q) deflne lsomorphle groups. So, the
task Is to find all the extensions for 8 glven order and afterwards to reduce the
set of groups up to lsomorphiEm.

As example, consider the two groups of order 4 and their extensions to groups
of order B

d#l =~ F3 x F: d#2 =~ Fy:
A* = id A* = id
B =id A" = B7VAR = 4 B =4 A" = B "AB = A
a A HF BA i A B BA
A id BA B A id Bd kR
H HA id A B HA A id
HA B A id BA B ad A

Mext, we show the groups together with thelr subgroup latilee (where only
selected cover-relations are deawn). In the text below one can find generators and



relations, the eolumn to the right gives a label for the group, the Boclinism class,
the order of the fese central factor group, the order of the derlved subgroup, the
order of the automorphism group, their factorization, the Sylow type and the
number of conjugacy claszes of subgroups with respect to conjugation by the
full sutomoerphism group (first line). by the group of only inner automorphisms
[second line) and by the trivial group (third line). So, this line also gives the
number of groups in any laver of the lattice. To the right of the closing braces
ihe sums of the entries are given, Here is not enough space io explain this in
details, the interested reader may bave a look at:

http: f/btmdxd . mat.uni-bayreath. de/home/reseprch. html
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Fig. 1. The two groups of order 4

To define group exbensions, it s necessacy to study the astomorphism groups
of 471 and 442, The group &5 = &5 admits any permutatbon of its non-trivial
elements as an automorphlsm. So, Aut[4#1) = 55, In the other case, there s
oaly one non-trivial automorphism, namely the map B — BA = B~ (mapping
A onto sell). In this case Aut{& ) = Fq.

In the following, we often sulstitute the elements of the groups by thelr lexi-
cographle numbers, always counting from 0 on for convenbence. Thus we have
0=id, 1= A, 2 =H 1= 84 (because B* = id). As permutation groups,
Aut[4£1) = ((12). (23)) and Aut{4#2) = {(23)).

In order to compute admissible pairs a € Aut(N) and & & & [wheme & €
{451, 4%2}) we define the exiension mairiz of a group N

1o b= hho® =inng

E(N.p) = (eandacaminyhenw = {u otherwise ' @

1 Eex iy = 1 i [u:h] 1% an admassible ],:l.a..ir [E'l_lr N oand ;|;.|:|. The cemvwents of
Aut(41) (left column] and Auti442) (automorphisms l=ted by thelr Images
on the gencrators and a8 permutations of the elements | are:

oo, o £ Aut{4# 1) ordia)

0 [1, 9 id 1

1 [1, 323 2 no, o € Aut[4902) ord[a)

2 [2,1](12) 2 0 [1,2] id 1 (%)
3 [2, 3 (124 3 1 [1,3] (23) 2

4 [3,1](132) 3

5 (3,2 (13 9



The extensbon matrices are:

AXXX
AX .

E{4#1,2) = *"' : "" E(4$2,2) = @ﬁx | (4)
X.x.

So, there are 10 possible extensions of 41 and 6 extensions of 4#2. As
noted before, one cannot expect 16 diferent groups of order 8 since some of the
candidates may be isomorplic.

R:,r 1,:|_||:r|],:||,.|1.5|:|5 F..:-:I_[J#H i gets Lhipe: r||;|-|:|-':i.s|_||:r||;n:|-.|_:||‘|5|:. B the Rt s
H! = .F.':; b ff u.l:l-d will |:_|-|_=. u.a.]]l_&d E#]- TI‘II;,! a.:,-i:,ul:ld is ..-“'.-:1 o HE {E#ﬂ}, L]:u_-. ‘I.]l.irvd E#E
15 man=ahalizan: AT = 1:|;I., B = :'u:l, 1_':"" = 1d with relations AF = -"1'1 __q-l‘_'," = A and
BY = AB. This deflnes a dihedral group and ks also an example that computees
may glwe other presentations of a group than one would expect.

In computing Ext{d#2) one obtaing the groups 82 and 843 agaln. But
there ame two new groups: B4 s eyelic of order 8 and 845 15 the [non-abellan)
guaternlonic group: A* =id, B* = 4, % = A, A% = A A" = Agnd BY = AR.
It i elear that — for example — one cannot get 841 a8 an extension of 4482 ~
the elomentery abelian group has no subgroup Bomorphic to £y,

Generally, it is desirable to compute a list of groups which i= both complete
and irredundant - that iz, a representative of sach isomorphism type is present
and no two groups areof the same Bomorphism type. Completensss is puaranteed
by the introductory remerks of this section; irredundancy involves solving the
tspmorphissm problem for groups, This is yet ancther story which definitively
connot be solved in this paper. One would have to look at invarants of groups
amnd talk sbout canonical forms to solve the somorphism problem.

The amount of computational efort needed for constructing all groups of
given order mainly depends on the number of candidates of groups to be tested.
There are methods which reduce the number of candidates drastically. For in-
stance when comsidering conjugacy classes in Aut{) it is msly seen that it sul-
fices to compute extensions using just a system of representatives of the classes.
Another reduction can be made by ]r.:l,l_il:lg thie centralizer of each fixed automor-
phigm act on the entres 1 in the ectension matnx. We do oot notee further
dedails, Tet us move straightforward to pacallelization.

2  Parallelization

We are going to parallelize the computation of Ext(V, p). Just before starting,
o hiag do look at the program in order to discover the poessible approsches for
parallelization. In our case two atbempts were made to parallelize at different
positions: the cruclal point Is {0 know where o the program most of the work
i85 located. One has to reopgnize subproblems in the algorithom that ean be com-
puted widely Independent, Le. without the nesd of too much communication



betwesn the parts. An mportant concepd 8 the notbon of fask granularily which
s the ratlo of computation to network activity of a task. This paramever can
decide on success or failure of & parallelization in many cases. So, keeping this
value in mind is very important,

The serigl version of the program acts in the following way [compare figure 2):
For any group N € A gll possible p-extensions are computed by the generator
[using reduced extension matrices), These are the candidates which have to
be filtered up to isomorphism. An important tool for parallelism is & so called
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Fig. 2. The serial program

fpool of {asks”. Here one collects all the subproblems which shall be processed
in parallel. A one-to-many relationship betwesn the inyolved [Elgh R g TRIE 18 alan
included tn the model: one certatn program acis as & controller and adminis-
trates the pool (16 s therefore called “masier™ ). He also controls the subordinatbe
pact, namely those programs doing the parallel work [{herefore called “slaves™)
[compare Agure 3], The "pool of fasks™ model can be compared with (he sifu-
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ation at the airport: The distribution of the luggage to the travellers 5 solved
by cicculation; the suitcases [which can be compaced with the tasks bere) run
upon & cyclic band until they are Betched by some traveller. In our language of
distributed computing, the task I8 assigned to a particular slave for processing.
But what k= & task and what shall the slaves do with It?

There are two approaches. Flgure 3 just shows the first one by the labels [the
misdel B Independent and will alse be used o the second algoritho}.



The [Orst way I8 1o parallelize the lsomerphlsm part of the problem, Le. the
right hand side of fgure 2. For any newly generated group i has oo be tested
whether the group is an isomorphic copy of enother group already computed or
not. Thizs work is done by the slaves, each of them holding a local database of
all groups which already have been computed, The newly generated groups are
deposited st the pool of tesks where they reside until zome slave is idle {and
willing to do the job, just to zay it in human language). At this moment such
a group is transferred to the slave, If it proves io be ispmerphic to one of the
groups alresdy in the list i€ can be skipped (this mesns a message to the master).
In the other case, the group comes back 4o the master (or only a tag which group
is meant because the group is already held at the master], The slave is marked
to be idle again, It will gel another task if there is any. But what sbout the
group sent back {0 the master with the information: "nop-isomorphic to groups
... 0" where § s the wamber of Eroups al the slave's list? Mow we have 3
|;],”T|.-|;.'|,|,|I,].': I £k rI:IIJ-tI.I:ILil:II-'I.‘-. the master r|:|i.|5|:|1, have defined wew ErUALE and so
further tests are necessary. Bub maybe there will not be too many new groups,
g oo can do this instantly, One bas to be gareful at this peot to avoid pessible
bottlenecks in the computation. Experience shows that the ratio of definition
of new groups I8 relatively low [compared to the number of candidates which
have to he tested). S0, estimatedly, there will not be too many late Bomorphi=m
tests neoded at the master. Finally, If the group passes these tesis too it = In
fact new: The master adds 1t to his own st of groups and distelbutes it to all
lsomorphism slaves so that they can complete their lsts.
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Fig. 4. The parallel group extension naodel

A second approsch is parallelization according to eguation (1) (see figure 4).
Again, one uses o pool of tasks for the distribution of the groups N & &, Each
slave gets bis own group for calculating Ext{N, p). The results of the slaves will
be sent back o the master. There they waill gt |:||.|_-;r5|;uj I,l'.rE,uth;:r. (e r|:|i.,|5ht_
suppose a parallel merging in form of a binary tree but one hag to admit that
the resulis of the slves will come back in no predictable order: the computation
o Ext{N]) may sometimes be very difficult, sometimes very eagy (the amount
o work depeadds for instance on the size - or better the numbser of eiries 1

of the extenslon matreix]. Thus a linear merge was preferred in the actoal
Implementation.

Some remarks should be added conceening the aspect of holding the data

in the algosithm. As the number of groups can be quite large lor higher «, the



amount of storage needed by the slaves should oot be underestimated. At the
mgment (in the cureent. Implementation) each slave keeps his gwn database [or
case of accezz (no collisions during write). One has to admit that the access
io common disk space via NFS can cause another bottleneck. Local disks will
help here. But gince the list of groups is the same for all sleves, an approach of
a commonly shared database seems to be a good ides, The PIOUS [B] system
for parallel fle 10 could support this aspect of the problem. PIOUS is able
io use network wide disiributed disk space for its files, The todal amount of
storage would be widely reduced. Maybe the network traffic increases o lidile,
This question is nob yei tested but PIOUS seems to be an interesting approsch,

3 HResults: Serial vs. Parallel Version

At first, let us try to compare the speed of different architectures (zee table 1).
This seems to be necessary because results of general benchmarks cennot easily
be transferred to the spevific program which s run here, For the test, we just
run a very smill example, Note that this program uses only integers (no floating
poinis] and is very special in its kind because it merely does not Ycompute”
in the narrow sense, It is more & collection of lots of (deeply nested) loops,
Moreower, the program does not take advantage of DECs 64 bit provessors. This
might. help to explain why hardware based on Intel Pentiom s so well suited
for the program [consdering also prices 1. On each platform, a high grade of
optimization was tred (ocxx supports optimization ouly up to =02).

machine type }l;:r.n plr.  [hhemomss| P90 speed
PentivmPro 2000 kM{Hz * —[3 152 294 %
DEC AlpbhaStation 600, 333 MH=z cEx —-02 11:06 293 %
SGI PowerChallengo chip: H10000, 150 MH=z -03 ik i
Inted Pentium 90 MHz -03 AR 100 5
DEC Alpha 3000 /600, chip 21064, 176 MHz |jexx -02 3455 a3 =
Silicon Graphics Indy -03 AR 2D B %
DEC Alpha 3000 /400, chip 21064, 130 MHz jezx -02 4040 Gh %
Twted 4586 X250 MHz VL o =03 13608 %

Table 1. The serial version

Testing the PVM version of the program involves some diffieulties. It only
makes sense to measure the real time of the run, e the life-time of the master,
There is no way of measuring “user-tine” as it was done in the serial version,
Thus, the lvad of the computer imposed by other ysers has a pegative impact
on the evaluation. The values presented here were obiained during a week-end's
:Il.igl:lt. with mo other processes r|.1|:||:|i:||..|!I o Ll rmachines. It @ also desiralle to fesd
tl: PV M [HITHETATIL (ML A pool of |:|1,:|r|:||_||._|;|_-.|:||_:_:||,:|.s machines so that one can study the
effect of suceesively increaging the number of processors. The test runs presented
here were made on a pood of (eqgual) 5GI workstations at the eomputlng centes
of Bayreuth (see figure 5.

For optimal behaviour of the pacallolized version, the test was lmited to the
computation of the sets of extensions Ext({z, g} (which was the primary alm
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Fig. . Testing the parallel version

of the parallddized version of the program]; the second step (merging these lists
together) was beft out For the test. Another possible source of friction comes from
task granularity. Tt bas already been discussed that the amount of computation
should oot be too low compared with the time spent for sending messages and
for adminisirating the distributed system. Here we have the other side of the
medal: of e task 1 wtrl],:ll,.l‘li.rlE for & very ]l_ll:lEI I;.i|:||.-|_=.I i the awssntime ANy
[op all) other taskq might have terminated. So o this case the computatlon 8
unneepagarlly lengthened at the end with only lew working tasks, The peoblom
chosen for this particalar test was the computatlon of all 267 growps of order G4
reallzed as extensions of the 5l groups of order 32,
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