Homework 9
Due: Friday, April 21

1. Let V be an inner product space, and let U C V be a subspace. Suppose that U = span(uy, - - -, ty).
Letv € V. Prove that v € U™ if and only if, foreach j = 1,--- ,m, (uj,v) = 0.

Let V be an inner product space, and let B = {vy,--- ,v,} be a basis for V. The associated Gram
matrix is the n X n matrix G, whose ij entry is g;; = (v;,v;j). In class, we saw that

(u,w) = ([u])"G[v].

2. Let V be an inner product space with basis B. Let U C V be span(uy,--- ,u;). Let A be the
matrix

A= ([uls -~ [un]s)-
Suppose v € V. Prove that v € U if and only if

ATG[v]g = 0.

Remark: In the special case where the basis is orthonormal, G is the identity matrix, so that the
condition becomes A*[v]g = 0.

3. This problem explains another way to compute the orthogonal projection of a vector on to a subspace.
Let V be an inner product space, and let U C V be a subspace with basis {uq,- -, uy}. As
in the prevoius problem, let A be the matrix

A= ([m]g - [umls)-

Given a vector v € V, our goal is to write Py (v) = ciu1 + cotip + - - + Colpm.
Before starting, convince yourself that if P;(v) = S, c;u;, then

C1

A C:Z = [Pu(v)]5.

Cm

(a) Prove that
ATG([Pu(v)]5 — [0]5) = 0.
(Hint: Py(v) —v € Ut)
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(b) Show that the column vector
€1
C2
CcC =
Cm

satisfies
ATGAc = ATG[v]5.

4. Let V = R* with the standard inner product. Let

1 1
2
U = span( I R )
-1 -2
Find the vector in U which is closest to

9
12
I
-3

(Hint: Use the prevoius problem. What is G? What is A? At some point, you'll want to
compute (ATA)™1)
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