Chapter 5 Integration

In this chapter we introduce the notion of the Riemann integral of a bounded function on
a closed bounded interval. Two equivalent definitions are given for the integral; one is stated
in terms of upper and lower sums, while the other defines the integral as a limit of Riemann
sums. The equivalence of these two definitions is asserted in Theorem 5.4. It is convenient
to have the two definitions for the integral since certain facts about the integral follow most
easily from one definition while other facts are more easily proved using the other definition.

Once the integral is defined, it then follows that in order for the integral of a given
function f(x) over an interval | = [a.b] to exist, it is sufficient for f(x) to be either continuous
or monotone on I. A condition which is both necessary and sufficient to imply integrability of
f(x) can be stated in terms of the more advanced concept of sets of measure zero.

The integral has a number of fundamental properties including linearity, additivity and
positivity. In addition, there are several inequalities that apply to integrals allowing us to
estimate the magnitude of an integral without actually evaluating the integral. The
Cauchy-Schwarz and Minkowski inequalities are two well known inequalities for integrals.
There is a mean value theorem for integrals and this leads to a variation of Taylor’s theorem
that involves an integral form for the remainder term.

The fundamental theorem of calculus is the most powerful tool for evaluating integrals.
The fundamental theorem establishes a somewhat unanticipated link between the derivative
and the integral. The integration by parts formula and the change of variables theorem
extend the applicability of the fundamental theorem.

Finally, since not every combination of the so called elementary functions equals the
derivative of an elementary function, it is often not possible to evaluate an integral by means
of the fundamental theorem. In such cases we can resort to approximation techniques
referred to as numerical quadrature schemes. The trapezoid rule and Simpson’s rule are
two widely used numerical integration schemes.

Partitions
Throughout this chapter, we will let | denote a closed bounded interval [a,b]. It will
sometimes be convenient to denote the length of | by writing |I|; i.e. |I| = |[a,b]| = b—a.

By a partition of I, we mean a set P = {Xo,X1,...,Xn} Of points of the interval such that
a=Xp < X1 < --- < Xy = b. Then the points of the partition P determine a set of
nonoverlapping intervals whose unionis I; i.e. fork = 1,2,...,N, lx = [Xk-1,Xx] meets [ in at
most an endpoint if j # k and

N
l=11U---Uln=In
n=1
We define the mesh size for the partition P = {Xo,X1,...,Xn} to be the length of the longest
subinterval in P; i.e., if we denote the mesh size of P by ||P||, then
IPII = max lln] = max o — Xn-1]
A partition P* is said to be a refinement of the partition P if each mesh point x, of P is also

a mesh point of P*. If P* is a refinement of P, then ||P*|| < ||IP||. We will denote by I1[I] the
set of all possible partitions of the interval I.



sSums

Suppose f(x) is defined and bounded on the interval | = [a,b] and let mand M denote,
respectively, the greatest lower bound and least upper bound for the bounded set

Rngf= {f(x) : x € I}. Let P = {Xo,X1,...,Xn} denote a partition for I, and for each
k=12,...,N, let m¢ and My denote, respectively, the greatest lower bound and least upper
bound for the bounded sets Jx = {f(x) : x € I} = {f(X) : X1 < X < X«}. Then

m<f(x) <M forallx, a<x<b
and mx < f(x) < My forall x, such that x,.1 < X< x(,, 1<k<N.

Using these notations we can define various sums for the function f(x) on the partition P.

Definition Lower Sum
The lower sum for f(x) based on the partition P of | is denoted by [f : P]. It equals

N
Sff:P] =" ml
k=1

Definition Upper Sum
The upper sum for f(x) based on the partition P of | is denoted by §f : P]. It equals

N
Sf: Pl =" Ml
k=1

In addition, if £4,...,&n denote points of | such that &k € 1 for 1 < k < N, then we can define

Definition Riemann Sum

The Riemann sum for f(x) based on the partition P of | and evaluation points {&1,...,¢n},
is denoted by R3f : P : &]. It equals

N
RSf: P&l = (&l
k=1

Note that the upper and lower sums are not Riemann sums unless there exist points p, vk
in each I such that f(vk) = mx and f(ux) = My. We have the following properties of sums
based on partitions.

Theorem 5.1 Let f(x) be defined and bounded or-l [a,b]

a Forevery P € I1[l] and for any choice of evaluation points {¢1,...,¢én},
mlii|<gf: P]<RSf:P: <& <9f: P]<MJ||

b If P*is arefinement of P in II[l], then
gf: Pl <df:P*] and $f:P*] < gf: P]

c¢ forallPand QinII[l],
gf: P]<8f: Q]



Statement a) asserts that for a given function f, and interval I, the smallest possible lower
sum equals m|l| while the largest possible upper sum equals M|l|. Also for any partition P of
I, any Riemann sum is greater than or equal to every lower sum and it is less than or equal
to every upper sum. Statement b) asserts that refining a partition P of | causes lower sums
to increase or stay the same while upper sums decrease or stay the same. Finally,
statement c) says that no lower sum is ever greater than any upper sum.

Definition of the Integral

There are various ways in which we might define the notion of an integral of a bounded
function on a bounded interval. One way is to base the definition on the notion of upper and
lower sums.

Let f(x) be defined and bounded on | = [a,b]. Then it follows from part c) of the previous
theorem that for any P € I1[l], the upper sum Jf : P] is an upper bound for the set of lower
sums {s[f : Q] : Q € II[l]}. Similarly, the lower sum g[f : P] is a lower bound for the set of
upper sums {§f : Q] : Q € II[l]}. Then the completeness axiom implies that the set of
lower sums has a least upper bound and the set of upper sums has a greatest lower bound.
Then we can define

Definition Lower Integral
The lower integral for f(x) on | equals §[f] = sup{s[f : Q] : Q < II[I]}

Definition Upper Integral
The upper integral for f(x) on | equals §f] = inf{Jf: Q] : Q € IT[I]}

Theorem 5.2 Let f(x) be defined and bounded onr-l [a,b]. Then f has both an upper integral,
gf], and a lower integral, §], on I, and

m|l| < §[f] < §f] < M|I]

We now define the notion of the Riemann Integral for f on I. This can be done in two ways
which we will show later are equivalent.

Definition of the Integral in terms of Upper and Lower Sums

If f is defined and bounded on | then f has both lower and upper sums for every partition
hence f has both an upper and a lower integral. These numbers need not be equal but for
many functions s[f] and Sf] will have the same value.

Definition (Riemann Integral) Let(k) be defined and bounded or=l [a,b]. Then fis said to
be Riemann integrable on | iff§ = Jf].

In this case we use the notation jZf(x) dxor L f to denote the common value s[f] = §f] which
we then refer to as the Riemann integral of f over I.

Limit Definition of the Integral

We can also define the Riemann integral in terms of a limit of Riemann sums. For f(x)
defined and bounded on | = [a,b], we say that the limit of RSf : P : £] as ||P|| tends to zero



exists and equals L if, for any ¢ > 0 there exists 6 > 0 such that for any P € I1[I] with
IP]] < 0 and any choice of evaluation points &, it follows that |RSf : P : &] —L| < &. We write
this as

|||Pi||rDORSf P& =L

Theorem 5.3 Suppose(k) is defined on I= [a,b]. If ||IF§||rn0 RSf : P : £] exists then the limit
value is unique. Moreover, if the limit exists thér)fmust be bounded on |

In view of theorem 5.3, we can define the integral of f on | in terms of the limit of the
Riemann sums. It remains now to show that the two ways of defining the integral are
equivalent.

Theorem 5.4 Let f(x) be defined and bounded onr-l [a,b]. Then the following statements are

equivalent:
a ||Ipiﬁn0 RSf : P : £] exists
b df] =9f] = ”IPi”mO RSf: P : ¢&]

c for each ¢ > Othere exists P, € I1[l] such that
S (Me—mi) [lk| < ¢
k
d for each ¢ > Othere exists P, € I1[1] such that Y Fi |lx| < ¢ where
k

Fk = sup{[f(x) = f(Y)|: X,y € Ik}

Conditions for Integrability

Having defined what it means to be Riemann integrable, we would like to know if there are
any functions which are Riemann integrable. The next theorem asserts that there is no
shortage of such functions.

Theorem 5.5 Let f(x) be defined and bounded or=l[a,b]. Then fis Riemann integrable if
either of the following conditions holds: ijX) is monotone on | ii){) is continuous
onl.

The condition that f be bounded on | is a necessary condition for integrability but it is not
sufficient. The conditions of monotonicity and continuity are each sufficient to imply that f is
integrable but neither condition is necessary. It is possible to state a condition that is both
necessary and sufficient to imply f is Riemann integrable.

Sets of Measure Zero

A set Win Ris said to have measure zero if, for all ¢ > 0 there is a countable family of open
intervals {In} = {(an,bn) : an < by} such that Wis contained in the union of the intervals I,
and D _|ln] < e.

n

Any set with finitely many points is a set of measure zero. The set of all integers is an



infinite set having measure zero. In fact, the set of all rational numbers is a set of measure
zero. In addition, any subset of a set of measure zero is a set having measure zero. We
have then the following result whose proof is beyond the scope of this course.

Theorem 5.6 (Lebesgue’s theorem) L€ix) be defined and bounded or=l [a,b]. Thenfis
Riemann integrable on | if and only if the set of points of | véhfeis not continuous is a
set of measure zero.

Example Integrable and Nonintegrable functions

(a) Let | = [-1,1]. Then f(x) is integrable on | if f is any of the following: any polynomial,
sin(x), cos(x), e* etc, since all of these functions are continuous on I. However, f(x) = 1/xis
not integrable on | since this function is not bounded on I.

(b) Let
Fx) = 0 hf x € [0,1) or x € (2,3]
1 if xe[12].
This function is neither continuous nor monotone on | = [0, 3] but f is integrable on | since

the set of discontinuities consists of just the two points x = 1 and x = 2 and so has measure
zero. We can also prove directly that f is integrable by using theorem 5.4.

For n = 3,4,... let P, denote the partition

{X0=0,X1= r]ﬁl,X2= n+1,X3=—2nn_1,X4= anTl,X5=3}-

n

Then
Ik my My
(k=1 [0 2571 ] o 0
(k=2) [D5L D&l 0 1
(k:3)[n;1,2nn—1] 1 1
(k:4)[2nn—1,2nﬁrl] 0 1
(k = 5) [Znn+1,3] 0 0

and

S[f,Pn] = Ofl1] + Ofl2| + L|l3|+ Ofla| + Ofls] = 1— 2
Sf,Pn] = Ofl|+ Lfiz| + Llls| + L]la| + Ols| = 1+ 2
Sf,Pn] - of,Pa] = &
4

Then for any ¢ > 0 we have §f,Pn] - §[f,Pn] = 55 < ¢ for n > 4/¢. This proves f is integrable
on | and the value of the integral is equal to
imSf,Pn] = lims[f,Pn] = 1.



(c) Let | = [0,1] and let f(x) be the Dirichlet function which is equal to 1 on every rational
number and O on every irrational. Let P denote any partition of | and note that every one of
the subintervals in the partition will contain both rational and irrational points. Then for every
k, my = 0and My = 1 so that §f,P] = 1 and $f,P] = 0. Since this holds for any partition of I,
it follows that s[f] = 0 and §f] = 1 and the fact that the upper and lower integrals are
unequal implies that f is not integrable on I. Note also that the set of discontinuities for this
function is the set of all irrational numbers in | and this is not a set of measure zero.

Properties of the Integral

We will let 2[1] denote the set of functions which are defined and are Riemann integrable on
the interval | = [a,b]; i.e., if f(x) is defined and Riemann integrable on I, we will write

. . . . b, .
f € Z[I]. In all previous discussions, we have assumed that a < b. In order to consider jaf in
the case a > b, it is convenient to define for any f € X[1]

j:f:—j:f and j:fzo.

Then the integral has the following basic properties:

i)jl(af+ﬁg) :aj|f+ﬁjlg foralla,f € R

i if p lies between aand b, then [t = [°f+ [’f

More generally, if 14, ...,I, are nonoverlapping intervals whose union equals I,
then
[f=] f+t] f
| I1 In

iii)iff>0onl, then [ f>0

We refer to properties i), ii) and iii) respectively, by saying the Riemann integral is linear,
additive and positive.

Theorem 5.8 (Sets of Measure Zero) Letgfe X[1] and suppose the set of points
{x el : f(x) = g(x)} is a set of measure zero. Thfslri = jl g.

Theorem 5.9 (Integration of composed functions) SupposeX[l], f[I] is contained in
interval, J and g is continuous on. Jrhen the composed functioff)] is integrable
onl.

Corollary 5.10Letf,g € X[l]. Then|f(x)|, f(x) g(x) and [f(x)]",n € N, are all integrable on |

Integral Inequalities

Theorem 5.11Letf g e Z[I], with |[f(x)| < M forx € I. Then

) [ < [If =M
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The results ii) and iii) are commonly referred to as the Cauchy-Schwarz and Minkowski
inequalities, respectively.

Mean Value Theorem for Integrals

Theorem 5.12 Suppose(k) is continuous on k [a,b] and ge Z[I], with g(x) > Ofor x e I.
Then there exists a pointe€ | such that

Jto=t©] g

Integral Form of Taylor’s Theorem

Theorem 5.13 Suppose(k) is continuous on kE [a,b], together with all its derivatives up to
the order m+ 1. Then for each > |,

f(x) = f(a) + f'(a)(x - a) + 2—1|f @Kx—-a)’+--+ n—l!f(”)(a)(x— a)" + Rna

where
Roa = & [ (x= )" (t)
N+ nl a .

Evaluating Integrals

Theorems 5.5 and 5.6 state conditions on f(x) sufficient to imply that the integral of f over |
exists. For purposes of evaluating the integral, we have the next three results.

Theorem 5.14 Suppose £ X[1], | = [a,b] and suppose further that'Ex) = f(x) for x € I.
Then
b
[ 10 dx = F(b) - F(a)
a
The function F is called a primitive or antiderivative for f on | if F'(x) = f(x) for x € I. It

may not always be easy (or even possible) to determine F given f. The process of finding
an antiderivative is made easier by the following results.

Theorem 5.15 (Integration by parts) Supposéx) and gx) are continuous with continuous
first derivatives on = [a,b]. Then

[ 1009/ 00 dx = 1) 9(b) ~ (@) g@) - 1 00g0) dx

Theorem 5.16 (Change of variables formula) Suppase) is continuous with continuous first
derivative on I= [a,b] and that f is continuous on 3 ¢[1]. Then
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Theorem 5.14 is one statement of the "Fundamental Theorem of Calculus”. Other versions
of this theorem are of interest.

Alternative Statements of the Fundamental Theorem of Calculus:
The following are three different ways of stating the fundamental theorem of calculus (FTC):

1. Suppose f(x) is defined and integrable on [a,b] and let F(x) = j:f

a. Fis Lipschitz continuous on [a,b]
b. ateach point cin [a,b] where f is continuous, F' exists and F'(c) = f(c)

proof-(a) For x,y in [a,b]
Foo-Fonl = [[ e- 1] = |['s

X
sjmgmy—w
y

proof (b)

F(c+h) - F(c)
h

IDhF(c) — f(0)] —f(c)\

e
:-%ﬁ%—mﬂ
_ %I:+hf—f(c)fz+hl‘

- £ 1700 -t

%|X£ﬂ<’:‘(xc>lf(X>—f(c)||h| L0 ash-0 H

IA

2 Suppose f is continuous on [a,b]. Then ®'(x) = f(x) at every x € [a,b] if and only if
M@=®@H{ﬁ
a

Proof- Suppose f is continuous on [a,b] and ®'(x) = f(x) at every x € [a,b]. Then
®'(x) = f(x) = F'(x) at every x € [a,b]
hence ®(x) = F(x) + C (see problem 4.13).Since F(a) = 0, ®(a) = Cso
o(x) = d(@) + [ 1.

Now suppose f is continuous on [a,b] and ®(x) = ®(a) + j:f Then



d(x) = d(a) + F(x)
and @'(x) = F'(x) = f(x) at every x € [a,b]

3 Suppose f(x) is defined and integrable on [a,b] and F'(x) = f(x) at every x € [a,b].
Then

F(b) - F(a) = jbf.

Proof- Let P € I1[a,b]. Then for each I« = [xk1,Xk] In P, we have by the MVT for derivatives,
F(xk) — F(Xk-1) = F'(&k) (% — Xk1) = F(Ek) (Xk — Xk1).
Then

N
F(b) - F(a) = D f(&)(x — Xic1) = RF,P,&].
k=1

and
gf,P] < F(b) - F(a) < gf,P].
Since this holds for any P € I1[a,b] and f is integrable, it follows that

b b
j f.= s[f]gF(b)—F(a)gS[f]:j f..

These three statements differ from one another in subtle ways. The following example may
illustrate the differences. Note that

+1 x>0
f(x) = sgn(x) = 0 x=0
-1 x<0O

is defined and integrable on [-1,1] but f is not continuous on [-1,1]. Then version 2 of the
fundamental theorem does not apply to this f. It is also the case that there is no function
F(x) whose derivative equals f(x) at every x € [-1,1]. To see this, note that since
f(x) = sgn(x) is integrable on [-1,1], we can define,
Fox) = [ sgridt for x e [-1,1].
1

and it is not difficult to see that F(x) = [x|— 1. In addition, it is clear that
%(M— 1) = sgn(x) if x # 0

but F'(0) does not exist. Then version 3 of the theorem does not apply to f either. However,
version 1 does apply and it asserts that F(x) = |x| — 1 is Lipschitz continuous and
F'(x) = sgn(x) for x # 0.

This example illustrates that while the anti-derivative F of an integrable function f is
necessarily continuous (in fact Lipschitz continuous), its derivative need not equal f at every
point in the interval. Equality between f and F’ holds at every point in the interval if and only
if f is continuous at every point in the interval. In this example, f was not continuous at x = 0
and F'(0) did not exist. In general, when f is not continuous it is not everywhere equal to the



derivative of any F. This might lead one to expect that for a function F(x) that is
differentiable at every point of an interval it must follow that F'(x) = f(x) is continuous on
that interval. This is not the case, as the following examples will illustrate.

Differentiable Functions with Discontinuous Derivatives
The functions

x%in(%) Xx+0 and  gx) = x%os(%) Xx+0
0 x=0 0 x=0

f(x) =

are everywhere continuous and differentiable. Clearly they are differentiable at x = 0. In
fact, for x = 0,

A 2qgnf( L)) = oxgnd — cosd
OIX(x sm(x>) 2xsin — COS

%(x%os(%)) = 2xcos<%> + sin(%)
At x = 0 we have:

'@ = 1im f(h) - (0)

60~y SV IO (£ <o

() -o

The functions
pX) = 2xsnL  x=0, p0) =0,
and qx) = 2xcos(%> x+0 q()=0.

are everywhere continuous hence, by version 2 of FTC, there exist C* functions P(x) and
Q(x) suchthatP =pand Q = g. Then we have

f’(x) = P’(x)—cos%
and d(x) = Q’(x)+sin(%);

sn(})

OS¢

L (900 - Q00
Lo - 100)

ThenF =g-Q and G=P-f are everywhere differentiable functions whose derivatives
are not continuous.

Improper Integrals

In defining the Riemann integral of a function f(x) defined on an interval | = [a,b], itis
assumed that f is bounded on | and that b — a is finite. If either or both of these conditions is
not satisfied, then the integral of f over | is not defined. In this case we say the integral is
improper. In some cases, even when the integral is improper, it is possible to assign a value

10



to the integral.

Definition Suppose fis defined in the interyal b) but f(x) tends to infinity as x tends ta b
Suppose also that for eaeh> O, fis Riemann integrable ofa, b — ¢]. Finally, suppose

Iirg j:gf = L. If L is finite, then the improper integraﬂif is said to be convergent with

value L If L is infinite or the limit does not exist, then the impropetegral is said to
be divergent.

A similar definition applies if f is defined in the interval (a, b] but f(x) tends to infinity as x
tends to a. Likewise if c is an interior point of (a,b) and f is defined on [a,c) and on (c,b] but

f tends to infinity as x tends to ¢, then the improper integral jZf = jZf + j:f is convergent if

and only if both the improper integrals on the right side of this last expression are
convergent. If either one or both of the integrals is divergent then the original integral is
divergent.

Example Improper Integrals with unbounded integrand

1. Consider the integral j;%dx Since f(x) = 1/ /X tends to infinity as x tends to O, this is an
improper integral. For any ¢ > 0,

|| d=2pmp-2-

Then Ilmj —dx =2, and it follows from the definition above that the integral is convergent
with value 2

2. More generally, for 0 < p < 1 consider j; X—lpdx As in the previous example, this is an
improper integral as the integrand tends to infinity as x tends to 0. For any ¢ > 0,

f Loax— 5 Tl - L S[1- &)

Since 1-p > 0, the limit Ilrg .[E X—lpdx = rp[l - Iirgsl‘p] exists. Then the improper integral is
convergent and equals /(1 - p).

3. Fore > 0, Ii %dx =Inl-Ine = —Ing, and since this tends to infinity as ¢ tends to zero,
the improper integral j(l) %dx is divergent.

The second condition that must be satisfied if an integral is to E)e a proper integral is the
condition that the interval of integration is finite. For integrals jaf where b — ais not finite we
have,

Definition Suppose that f is Riemann integrable on the bounded intgayi] for every N> a,

and that|jm j:f(x)dx = L. If L is finite, then the improper integrzﬂ: f(x)dx is
convergent with value.Uf L is infinite, or if the limit fails to exist, then the impper

11



integral is divergent.

A similar definition applies to the improper integral jio f(x)dx. In addition, the improper
integral [~ f(x)dx can be written as

_[ : f(x)dx = Il f(x)dx+ j: f(x)dx.

Then .[io f(x)dx is convergent if and only if both .[io f(x)dx and j:f(x)dx are convergent. If
either or both of these integrals is divergent, then the original integral is divergent.
Finally, consider f:f(x)dx and suppose f(x) tends to infinity as x tends to a. Then

J'wf(x)dx= jbf(x)dx+ jwf(x)dx, a<b<oo,

andj f(x)dxis convergent if and only if bothj f(x)dxandj f(x)dx, are convergent. The
integral j f(x)dx s treated in a similar fashion.

Example Improper Integrals on unbounded Intervals
1. Consider the improper integral jw %dx Forany N > 1,

j J_dx—2f|l—2J_ 2

Since 2{/N - 2 tends to infinity as N tends to infinity, the limit INim<2m - 2) fails to exist and
the integral is divergent. On the other hand the improper integral .[T X—lzdx is convergent
since, forany N > 1

14y vIN_q_1
lezdx Xy =1 N

and 1 - 1/N tends to the value 1 as N tends to infinity. Thus .[T X—lzdx is convergent with value
1.
2. More generally, consider jf <L dxfor 1 < p. In this case for any N > 1

1 1 1p _
jl wx= 5 (NP - 1),

If p> 1, then N¥P = L tends to zero as N tends to infinity, and |im jN Ldx = 1 . Then

the improper integral is convergent with value . Clearly the mtegral j < dXIS dlvergent if
O<p<1
3. The improper mtegralf Lgxis divergent. To see this, note that

j Lax=1InN-o.
1 X

Since InN tends to infinity as N tends to infinity, the limit INim IT %dx fails to exist.

Tests for Convergence of Improper Integrals
It is not always possible to determine the convergence or divergence of an improper integral

12



from the definition. In particular, if it is not possible to find an antiderivative for the integrand
then the definition cannot be applied directly. In such cases there are comparison principles
that may be useful in deciding if an improper integral is convergent.

Theorem 5.17 Suppose functions f and g are defined and non-negatitieedinterval[a, b),
where b may be infinite. Suppose also that f and g are Riemaagriable orfa, 1] for

all A, a< A <bandthat{x) < g(x)forallx,a<x<h. Thenjaf is convergent i[Zg

. b . . b
is convergent, ancﬁag is divergent |fjaf is divergent.

Sometimes a pointwise comparison is not available. In such cases a limit version of the
comparison result may apply.

Theorem 5.18 Suppose functions f and g are defined and non-negatitteeanterval[a, b),
where b may be infinite. Suppose also that f and g are Rienrdagriable orfa, 4] for
all 1, a < 1 < b and that

Iimf(—x) =L where0O<L < o,
xb g(X)
Then eitheljZf andeg both converge or both diverge. If£ 0, theanf is convergent

if j:g is convergent. If l= oo theang diverges iszf diverges.

Examples
1. Consider the improper integral:

Jﬂ: 1+1x3dx

Here there is no evident antiderivative but the following comparison is clear

1 - 1 for 1<x<
1+x3 ~ 1+x2 - >

Then

T dx < T dx = arctanx|? = =/4
J.1 1+x3 _Il 1+x2 Iif=x

and theorem 5.17 implies that the original improper integral is convergent. Presumably the
value could be approximated by a numerical integration scheme.

2. Consider the improper integral:
* 1
J, T

Again there is no evident antiderivative but it is not difficult to see that

1 - 1 <
2X S xagx orlsx<e
Since
® q
Ilﬁdx

is divergent, it follows from theorem 5.17 that the original improper integral is divergent.

13



3. Consider the improper integral:

_[1 L ax
o J/XInx
We can use L’'Hopital’'s rule to show that

I)jjgﬂ Inx =0

and since lerrl1ﬂ Inx = 0, this integrand becomes undefined at both endpoints of the interval
of integration. Then for some point a, 0 < a < 1, we separate the integral into two parts,

1 1
1 _ 1 1
Io ,/Ylnxdx_ Io ,/Ylnxdx+-[a ﬂlnxdx
For the first of these two pieces, we apply theorem 5.18 with
f(x) = —L and g(x) = % 0<e< 12

JXInx vz
Another application of L’Hopital’s rule shows that
0

lim gx) 0

Since L = 0 and ng is convergent, it follows from theorem 5.18 that jZf is convergent. For
the second piece, we apply the same theorem, this time with

__1 __1
f(x) = X Inx and g(x)—x_l.

This time L’Hopital’s rule shows that
- fx)
W00
and since j:g is divergent, j:f diverges as well. The original improper integral was split into

two pieces and since one of these pieces is divergent, the original integral is divergent as
well.

It is not always possible to devise a comparison argument that will settle the convergence
guestion for an improper integral. In that case there are numerous more specialized results
which may be useful. The following theorem is one such example.

Theorem 5.19 The improper integra{l;o f(x)g(x)dx is convergent if the following conditions
hold:

i) fis continuous and &) = Ixf is bounded for x> a
a

i) g is continuously differentiable with ) < 0
i) g(x) > 0asx— o

Examples
1. Consider the integral:
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The integrand is bounded at x = 0, but the integral is still improper as the interval of
integration is infinite. Theorems 5.17, 5.18 do not apply since the integrand is not
non-negative. However, g(x) = I/x with g'(x) < 0 and g(x) - 0 as x - oo. In addition

f(x) = sinxis continuous and F(x) = stint dt = 1 - cosx is bounded for all x > 0. Then
theorem 5.19 applies the integral | is convergent. It is interesting to note that | is
convergent, although the integrals, jf %dx and f;o|%|dx are both divergent. To see that

j§|¥|dxis divergent, note that for each integer n,

| SX | S = L1 (n+ 1)r.

- (n+n
Then
(D o (M)
SINX |4y > 1 ;
J.I'lﬂ' I X |dX_ (n+ 1)71' J.nn' |S|nXIdX
2_1
T n+1l
It follows that for each L, nt < L < (n+ 1)z, we have
Lo N-1
sinx 2 1
Iol X ldx= T Zol n+1°

But this sum tends to infinity as N tends to infinity, hence the integral j:|%|dxis divergent

even though j: Snx dx is convergent. When an improper integral, j:|f| converges we say jZf
is an absolutely convergent improper integral. In this case IOOO Snx dx is convergent but not

absolutely convergent. What this means is that the convergence of the integral | relies on
the cancellation that occurs as sinx alternates between positive and negative values. When
the absolute value is inserted, no cancellation can occur and the integral diverges.

2. Consider the integral:
_ [* sinx
| = Il v dx.

Since the integrand is not non-negative we cannot apply a comparison theorem directly.
However, it follows from theorem 5.11i that

¥ sinx *| sinx 1
[ S0 ax] < [7]S0% ax < [ Lax< o
Then the original integral is absolutely convergent.
3. Consider the integrals

lp = Iwén(xp)dx forp=1,2
0
When p = 1,
N
I sinx dx=1-cosN
0

and since this tends to no limit as N - oo, 11 is divergent. When p = 2, the situation is
different. The change of variable, x = /t with dx = #dt, leads to

I, = j:sin(xz)dx= j:sint ﬁdt.

Now we can apply theorem 5.19 with f(t) = sint and g(t) = ﬁ in order to conclude that |, is
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convergent.

It is interesting to note that in order for j:f(x)dx to converge, it is not necessary for f(x)

to tend to zero as x tends to infinity. In fact, f(x) may even grow without bound as x tends to
infinity. Consider the monotone function defined as

f(X){nif n<x<n+n3

0 otherwise

The graph of this function is a sequence of square pulses located at integer values of x. The
pulse at x = nis n units high and n=2 units in width so the area under the pulse is n™2. Then

0

” 1
Il f(x)dx = ZF

n=1
and this series can be shown to converge. Then the improper integral .[Tf(x)dx is
convergent even though f(x) grows without bound as x tends to infinity.

Solved Problems
Partitions and Sums

Problem 5.1 Suppose m < f(x) < M for all x € | = [a,b]. Then show that for every P € I1[l]
and each set of evaluation points {¢x}, we have
mi|<sf:P]<RIf:P:&]<Ff:P]<M|l|

Solution: Let P = {Xo,X1,...,Xn} and let my, M denote, respectively, the GLB and the LUB
for f(x) on the interval, Ix = [Xk1,Xk], 1 < k < N. Then for each k, we have
m < mk < f(ék) < Mk < M, and it follows that

M el < D Ml < D7 FED T < Y Micll < M D1l
k k k k k
But this is just what we were to prove.

Problem 5.2 Suppose f(x) is defined and bounded on | = [a,b]. Let P = {Xo,X1,...,Xn}
denote a partition of | and let P’ denote a refinement of P. Then show that

gf:P]<df:P] and $f:P']<dgf:P].

Solution: Suppose first that P' is obtained from P by adding a single point, z, between xo
and x;. Then let M11, M1z denote, respectively, the LUB for f(x) on the subintervals [Xo, Z]
and [z,X1]. Then clearly M1 < M1, and M1 < M4, and hence

M]_]_(Z—Xo) + M12(X1—Z) < M]_(Z—Xo) + Ml(Xl—Z) = Ml(Xl—Xo) = M1||1|

If we add Z Mg|l«| to both sides of this last inequality, we obtain §f : P'] < §f : P]. A

similar argument leads to §[f : P] < §[f : P']. Repeating this argument several times then
provides a proof in the case that more than one point is added to P to obtain P'.

Problem 5.3 Suppose f(x) is defined and bounded on | = [a,b]. Then show that for
arbitrary P,Q < I1[I], we have df: P] < f: Q].
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Solution: Let P’ denote the partition obtained by combining the points of P with those of Q.
Then P’ is a refinement of both P and Q and it follows by the results in the previous
problems that

gf: P <gf:P]<9gf:P]<9f:Q].

Problem 5.4 For | = [0,1] let P, denote the partition {0%% nﬁ 1 ,1} forn> 1. For
f(x) = x2, compute §f,P,] and §f,P,] and then show that
sif] = sup S[f,Pn] = inf §f,Pn] = Sf]

Solution: Since f(x) = x? is increasing on [0, 1], it follows that
mx = min{f(x) : X € lx = [Xk1,Xk]} occurs at the left endpoint of the interval so that
mg = f(Xk1) = X2 4. Similarly, My = f(xk) = x2. That is,

mkz(kﬁl ° and Mkz(%>2fork=1,2,...,n

Since |I| = % for every k (i.e., the partition is uniform) we have

n
X R - O -1?)
k=1

n
2
ST - @ 0-vtem),

k=1

In problem 1.5, we showed that for any positive integer M,
24 ... _12im2=1 1
124 ...+ (M=1)2+M 3M(M+ 2)(M+1).

Using this result with M = n—1in g[f : P,], and with M = nin §f : P,], leads to

S{f : Pn] = 33(n 1)(“—1>n— (l—%+2—ﬁ2)<l

3
st Pl = Zen(ne 3o+ -1+ £+ 24 ) > 4

It follows that
= sup{s{f : Pn] : ne N} < sup{s[f: P]:Pelll]} = gf]

—inf{[f:Pn]:ne N >inf{Sf:P]:Pellll] = Sfl.

Wl W~

%§s[f]58[f]§%.

But then all the inequalities in these last expressions are in fact equalities and this is what
we were to prove.

Definition of the Integral
Problem 5.5 Suppose that f(x) is defined and bounded on | = [a,b]. Then show that
gf] = gf] if and only if for all ¢ > 0 there exists a P, € I1[l] such that §f : P.] - §[f: P.] < ¢

Solution: Suppose first that 5[f] = §f] and let ¢ > 0 be given. Since,
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Sf] = sup{g[f: P] : P e II[I]}
and  Sf] =inf{§f: P]: P eIIl]}
it follows from the definitions of sup and inf that there exist partitions P,Q < I1[I] such that
s[f]—% < gf: P]
and $f]+% > gf : Q].
Let P, denote the partition obtained by combining the points of P with those of Q. Then P, is

a refinement of both P and Q and then it follows from the last two inequalities together with
the result of problem 5.3 that

sfj- % <df: Pl<sf: P <Sf:P]<Sf: Q<8+ £

But §[f] = §f] and thus §f : P.] - 5[f : P.] < &.
Now suppose that for all ¢ > 0 there exists a P, € I1[l] such that §f : P.]—5[f : P.] < &.
We know that for all partitions P € I1[l],

gf: P]<df] and 3$f: P] > gf]
hence
Sf] - [f] < §f : P]-d[f : P].
In particular, for the partition P = P, this last expression becomes
Sfl-4gf] < gf: P:]-4f:P;] <e.

Since this holds for all ¢ > 0, it follows that §f] < g[f]. But it is also true that §f] > §[f], and
these two results together imply that §f] = [f].

Problem 5.6 Suppose f(x) is monotone on | = [a,b]. Then prove that f is Riemann
integrable on |I.

Solution: Suppose f(x) is monotone increasing on |. If we can show that for all £ > 0 there
exists a P, € I1[l] such that §f : P.] — §[f : P.] < ¢, then by the previous problem (and
theorem 5.4), it will follow that f is integrable on I.

Let ¢ > 0 be given, and choose a positive integer n such that ne > (b—a)(f(b) —f(a)).
Then choose P to be the partition of | consisting of the points xx = a+ (b— a)%, 0<k<n.
Since f is monotone increasing, it follows that for each k,

Mg = min{f(X) : X1 < X < Xk} = f(Xie1)
My = max{f(x) : Xk-1 < X < Xk} = f(Xk),

hence
Sf:P] =S Pl = D> (M= mi[le] = D (F(xi) — fF(xic1))[ 1.
k=1 k=1

But [Iy| = bﬁ 4 for every k and so,
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gf: P.]-df: P.]

D—a 3 f(x) — fxuce))
k=1

b2 (f(xn) — f(x0))
- b=at) - f(a)) < &.

This proves the result in the case that f is monotone increasing. The proof when f is
monotone decreasing is similar.

Problem 5.7 Suppose f(x) is continuous on | = [a,b]. Then prove that f is Riemann
integrable on .

Solution: Suppose f(x) is continuous on the interval I. Since | is compact, f is then
uniformly continuous on | and it follows that for any ¢ > 0 there exists a 6 > 0 such that

f) ~f)| < 5% whenever [x-y| <.

Then, given ¢ > 0, let P, denote the uniform partition used in the previous problem, with n
chosen such that n6 > b—a. Then for each k, 1 < k < n, we have

] = Xk = X1 = (b—a)n <o

and

My — my = max{f(x) — f(y) : x,y € Iy} < bfa

But then it follows that

Sf: P.]—-9f: P]

D28 3 (f(xi) — f(xicr))
k=1

b-a £
< n
- n b-a

and this implies via theorem 5.4 that f is integrable on I.

=&

Problem 5.8 Suppose f(x) is Riemann integrable on | = [a,b]. Then prove that f is bounded
onl.

Solution: Suppose f(x) is Riemann integrable on I. Then for any choice of evaluation points
{&x}, the limit of the Riemann sums, RSf,P,&] as ||P|| tends to zero exists; denote the
value of this limit by L. We will show that if f is not bounded on | then a contradiction arises.
Fix ¢ = 1 and, for an arbitrary 6 > O, let P denote a partition of | with ||P|| < &. If fis not
bounded on I, then there exist (at least) one subinterval, I+, in the partition P such that for

any M > 0, there exists a point &g« € I« with f(&k=) > M. In particular, choose M = %

Let the remaining evaluation points be arbitrarily chosen. Then the Riemann sum RSf, P, ]
satisfies

RYF,P,& = D HENKI+ (&)l | > D fE I + (L +1).
kek* kek*

But then |RSf,P,&x] —L| > 1 for all partitions of | with ||P]| < §, which implies that the limit of
RSf,P,&k] as ||P|| tends to zero does not exist. This contradiction with the assumption that f
is Riemann integrable on | shows that being Riemann integrable on | and being unbounded
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on | are incompatible properties for f.

Problem 5.9
a) Show that any finite set of points {x1,...,Xw} IS a set of measure zero.

b) Show that any countable set of points {xx : k € N} is a set of measure zero.

Solution: Let ¢ > 0 be fixed but arbitrary. We have to find a set of intervals whose union

contains all the points {xi,...,xm} but the sum of whose lengths is not more than «¢.
Consider the intervals Iy = ( Xk — ﬁ,xk + ﬁ) k=1,...,M. Then the intervals {l«} cover
the points {xa,...,xm} but |Ix| = ﬁ for every k and,

M
dld=M.E =&
k=1 M

This proves (a).
A set of points {xx : k € N} is countable if it can be put in one to one correspondence
with the positive integers. For such a set, we define the set of intervals,

|k= (Xk— 2f+1,Xk+ Zfﬂ), k € N.

Then the union of these intervals cover the points and, || = % for every k, hence

M M
Dll=e) 2% =e
k=1 k=1

This proves (b).

Clearly the set of all positive integers is a countable set and therefore has measure
zero. The set of rational numbers in the interval (0, 1) is another example of a countable set.
To see this, list the rationals in (0,1) in the following order,

1

5

~jo oo gl KMw wN N
,':|m ~jor N gl g W
'<3|ov oo Ol Njw N K-

Ko ©lor 2

i.e., we have listed all the rationals (reduced to lowest terms) having numerator 1, followed
by those having numerator 2, etc. Then every rational between 0 and 1 is on this list and we
can now "count” the rationals by ordering them as follows:
1/2,1/3,2/3,3/4,2/5,1/4,1/5,2/7,3/5,...; the counting path is a "snake" that passes through
each rational in the array above. In this way, each rational is counted once which is to say,
the rational numbers are countable and are therefore a set of measure zero.
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Problem 5.10 Tell whether each of the following functions is integrable on | = [0, 1]
a) A function f(x) having a finite number of finite jump discontinuities in |

b) The function g(x) that equals 1 on each rational in (0,1) and is zero otherwise
¢) The function
if x=0

h(x) = if X is irrational

Sk o -

if x =1 (reduced to lowest termis

Solution: The set of discontinuities for a function f(x) having a finite number of finite jump
discontinuities in | is the finite set of points where the function has a finite jump. Since a
finite set has measure zero, this function is integrable. The set of discontinuities for the
function g(x) that equals 1 on each rational in (0,1) and is zero otherwise is the whole
interval (0,1); i.e., at each point c in the interval there is a sequence of rationals that
converge to c as well as a sequence of irrationals that converge to c. Then g(x) = 1 at each
xin the rational sequence while g(x) = 0 at each x in the irrational sequence so limg(x)
does not exist and g is not continuous at any point cin (0,1).

The function h(x) is discontinuous at each rational point. To see this, suppose x = %
€ (0,1) with mand n having no common factors. Then h(x) = % Fix ¢ > 0 such that
O<e< % The density of the irrationals implies that for every 6 > 0 there are irrational
points y such that [x—y| < ¢, and at all such points, we have h(y) = 0. This leads to
[h(x) — h(y)| = % > ¢ for [Xx—y| < 8, i.e., his not continuous at x.= % € (0,1) with mand n

having no common factors.. On the other hand, we can show that h is continuous at each
irrational point in (0,1). To see this, let xo be an irrational number in (0,1) and fix an ¢ > 0.

Note that there can be only finitely many integers n such that n < % hence there can be
only finitely many x.= % € (0,1) with mand n having no common factors such that
h(x) = % > ¢. If we choose 6 > 0 sufficiently small that none of these finitely many points
belong to Ns(xo0), then

Ih(xo—h(y))| = h(y) < & for all y € Ns(xo).
Then his continuous at each irrational point in I and we see that the set of points of | where

h is discontinuous is just the rational points in |. Since the set of discontinuities has
measure zero, this function h(x) is Riemann integrable on I.

Properties of the Integral
Problem 5.11 Suppose that if f and g are Riemann integrable on | = [a,b]. Then show that
a) WﬂmzommmxemeLfZO

. . p b _ b
b) if plies between a and b then jaf + jpf = jaf
c)  for every real constant a, of is integrable and L af = ajl i

d [d+o)=]f+]g

Solution:(a) Let P € I1[l]. Then f(x) > O for all x € | implies that for each subinterval Iy in
the partition, my = GLB{f(x) : x € I} > 0. This implies in turn that §[f : P] > 0, and since
this holds for every partition P € I1[I], it follows that
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jl f=gf] = LUB{Sf: P]: Pelll]} > 0.
Note that this result implies that

for f,g Riemann integrable on | and f(x) > g(x) for all x € I, then jlf > jl 0.

(b) For p between aand b, and any P e I1[l], p must belong to one of the subinterval I in
P. Then let P’ denote the refinement of the partition P obtained by replacing Ik = [Xk-1,Xx] by
the two subintervals, [xk_1,p], and [p,xk]. If p = x« for some k, we just take P' = P. In either
case, we have

gf,P] < gf,P'] and  $f,P] > gf,P']
We also have
Sif,P'] = §f, {X0,X1,...,p,...Xm}]
= off, {Xo,X1,...,p}] + S[f, {p, ... Xm}]

jf+jpf

and
gf,P'] = gf, {X0,X1,...,P, ... Xm}]
:qf’{XO’Xli"'!p}]+qf’{p!"'xM}]
p b

ZJ.af+J.pf.

Then

s[f,P]ss[f,P/]sjpnjbf and  $f,P] > Sf,P'] jf+j f,

a p

hence

LUB{Sf,P] : P e IT[I]} = jbf < gf,P'] < jpf+jbf
a a p

GLB{Sf,P] : P e M[I]} = jbfz gf,P'] > jpf+jbf.
a a p

I:fsj:szfSI:f

e, [0f =[Pt [°f, which proves (b).

But these imply

(c) and (d) can be proved together by noting that for a Riemann sum on any partition
P e I1I[I],

RSaf,P,&] = D af(@lll = a D f(&lIk| = aRf,P,&]
k k

and
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RYf+0,P.&] = D (f(&) +9(&) I
k

= D> EMd + D aE) I
Kk k

= RSf’ P!é] + RSgi P’é]
Since this is true for any partition, it follows that
lim RYaf,P,¢] = a lim RSf,P,&];

[IP||~0 IPI-0
which proves (c) and
lim R§f+g,P,é] = lim RSf,P, lim RYg,P,¢];
|IP|IT110 3f+0.P.¢] IIPIITDO 3 §]+|||3|le 46.P.c]

proving (d).

Problem 5.12 Suppose that f and g Riemann integrable on | = [a,b]. Then show that,
)|, f2(x), f(x) g(x), f"(x) are all integrable on I.

Solution: Let
o0 - { 00 it 10020 { 00 if 100 <0
0 if f{x)<O 0 if f(x) >0

Since f is integrable and f(x) = f.(x) — f_(x), it is not difficult to see that f, and f- must also
be integrable on I. Now it is also the case that |f(x)| = f.(x) + f_(x) and then it follows from
(d) of the previous problem that [f| is integrable.

To see that f? is integrable, let P < I1[I] and note that

Sf2,P] =Y MZ[l] and  $f2P] =D mZ|l]
k k

SO

§f2,P] - §[f2,P] = Y (MZ— m2)|ly|
k
= > (M + mi)(My — mi) I
k

<2M D (Mic— mo) |1,
k

Since f is integrable on I, it follows that for any ¢ > 0, P can be chosen such that

gf,P] - 4f,P] < ﬁ Then Sf2,P] — §[f2,P] < ¢ and we see that 2 is integrable on I.

To see that fg is integrable it is enough to note that fg = %[(f +g)2-f2- g2]. Since

previous results imply that for f and g integrable we have that f + g, (f+ g)?, f2 and g2 are all
integrable, we see that fg must also be integrable. It follows that for every integer n, " is
integrable since f3 = ff? etc.

Problem 5.13 Suppose that f is Riemann integrable on | = [a,b] and [f(x)| < M for xin I.
Then show that
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Ulf‘ <[ rfr=mp

Solution: We first note that  —|f(x)| < f(x) < |f(X)], and then use the fact, proved in the
previous problem, that |f(x)| is integrable since f is integrable. Then it is a consequence of
property (a) of problem 5.11 that

—Ife)I < | fOO) < | |f
J Ifoo1 < [ 100 < [ Ifcol
which is the same as UI f| < L|f|. In the same way, [f(x)| < M implies Llfl < M|I|.

Problem 5.14 Suppose f(x) is continuous on | = [a,b] and g € Z[I], with g(x) > Ofor x € I.
Then show that:

a) there exists a point ¢ € | such that

RSOl
b) there exists a point ¢ € | such that
fg="f
Jta=t©] g

Solution: Since f is continuous on |, we can write m < f(x) < M for all x in | where mand M
denote the minimum and maximum values assumed by f on |. Then

jlmzm(b—a)sjlfsjllvl:M(b—a)

and
I f
b-a
The extreme value theorem implies there exist points p and qin | such that f(p) = mand
f(q) = M so
[ f
— < f(a).

f(p) < g1 <

and then the intermediate value theorem implies there exists a point cin | such that

J,f

f(c) = b_a"

This proves (a). Note that f(c) can be viewed as the average value of f on | since f(c)(b—a)
has the same value as jl f.

m < < M.

To prove (b) write mg(x) < f(x)g(x) < Mg(x) for all xin | and proceed as before to get
m{ g0 < [ 10900 <M [ gx).
| | |

If g(x) is identically zero on I, then b holds for any choice of cin |I. For a nontrivial g, since,
g(x) > 0, we have jl g > 0 and then

msﬂSM.
9
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Then we complete the proof as in the proof of (a).

Problem 5.15 Suppose that f is integrable on [a,b] and that g is continuous on the range of
f, i.e., on the interval [c,d] = f[a,b]. Then show that g(f(x)) is integrable on [a,b].

Solution: We have to show that for each ¢ > 0 there is a partition P € I1[a, b] such that
Sgof,Pl-s[g-f,P]<e 1)

Let ¢ > 0 be fixed and let ¢’ = ——£—— where K = sup|g(s)|. Since g is continuous on the

compact interval, [c,d], g is bounded (i.e., K is finite) and gis uniformly continuous. This
implies that there exists a § > 0 such that

Vst € [c,d] [s—t| <o implies [g(s) —g(t)| < &’ (2)
By choosing 6 smaller, if necessary, we make § < ¢'.

Next, we observe that since f is integrable on [a,b], there exists a partition P € I1[a,b]
such that

N
Sf,P] - §[f,P] = D (Mi —my)[li] < 62 (3)

i=1

where M;,m; denote, respectively, the upper and lower bounds for f on the subinterval I;.
Note that this is the difference between the upper and lower sums for f, not go f, and that
the difference is less than §2.

Now we will separate the partition P into two parts; let A= {i : 1<i <N, Mi—m; < 5}
andletB={i:1<i<N,Mi—m >5}. Thenfori € Awe have
[fxX) —f(y)| < Mi—m; <o forall xy e I
S0
lg(s) —g®)| = [g(f(x)) —g(fy)| < &' by (2).

Thatis, Gi — gi < ¢ for alli € A, where Gj,g; denote the upper and lower bounds for g o f(x)
for x e I;. It follows from this that

D UGi-g)lil<e Y Il <e'(b-a) (4)
ieA ieA
On the other hand, for i € B, we have M; — m; > 6 which, combined with (3), leads to

Dolil= L3 -ml < 14sh Pl - sf Pl <5 < 2

ieB ieB
Finally, since K = sup|g(s)|, we have
c<s<d
D (Gi—g)lhil < 2K D [li] < 2Ke' (5)
ieB ieB

and then (4) and (5) together imply,
Sgef,P1-sgef,P] = > (Gi - g)llil+ D (Gi—g)lli|
ieA ieB
<g((b-a)+2Ke' <¢
which is (1).H
Note that this theorem could be used to prove that [f(x)| and f(x)" is integrable if f(x) is
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integrable since the absolute value and power functions are continuous. Note also that it is
not sufficient for g and f to be only integrable. For example let g(x) = 0if x =0and g(x) = 1
if x € (0,1]. Let f(x) be the function in part (c) of problem 5.10. Then go f(x) = 0if xis
irrational and g o f(x) = 1if x is rational which is the example we gave previously of a
function that is not Riemann integrable.

Problem 5.16 Let

1if O<x<1or 2<x<3
f(x) = .
4 if 1<x<2

and
Foo = [

a) obtain an explicit formula for F(x)
b) sketch a graph of F and tell where F is differentiable
c) compute the derivative of F at each x € (0,3) where it exists

Solution: The graph of f is as follows:

5

4+

o
el

For x € (0,1) we have
F(x) = jX1=x.
0
For x € (1,2) we have
X 1 X
Foo=[ f=[ 1+[ 4=1+a-4=2x-3
For x € (2,3) we have
X 1 2 X
Foo=[ f=[ 1+[ 4+] 1=1+44x-2-x+3
Then
X if xe (0,1)

F(X): 4)(—3 |f X e (112)
x+3 if x e (2,3)

The graph of F is as follows:
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X, L

We can see that F'(x) exists at each x except x = 1 and x = 2. Then
1 if xe(0,1)
F'(x) = 4 if xe(L,2) =f®x
1 if xe(2,3)

Problem 5.17 (Integration by parts) Suppose f(x) and g(x) are continuous with continuous
first derivatives on | = [a,b]. Then show that

J 1009/ 00 dx = 1) 9(b) ~ (@) 9@ - [ 00gx)

Solution: We have by the product rule that (f(x)g(x))" = f'(x) g(x) + f(x)g'(x). Then it
follows from the result of problem 5.16 that

[ d00900)" = (0090012 = 1(b) g0 - f(@) g(@)
while
[ d00g00) = [ 1160900 + 109" 091,
Then
[T00.900 + 1609091, 1(0) g5 - (@) 9(@)

which is the result to be proved.

Problem 5.18 (Change of variables formula) Suppose ¢(x) is continuous with continuous
first derivative on | = [a,b] and that f is continuous on J = ¢[1]. Then show that

[ oo mat= 7 foodx

Solution: Here we are going to use the chain rule for derivatives in reverse. Let
G(t) = F(¢(t)) where F' = f. The chain rule for differentiation implies
G'(t) = F'[¢(t)]¢'(t) = f[p(t)]¢'(t). Then, using the result of problem 5.16,

f: G'(t) = G(b) - G(a) = F(¢(b)) - F(¢(a)).
But
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b b
J em =] fmismad
and
Fob) - Fo@) = [ 0 d

Then it follows that [ f[¢(t)]¢'(t)dt = | ZEbi f(x) dx

Exercises
1. Letf(x) be defined on [0,6] as follows:

x if x=1,2,3,45
f(x) = .
0 otherwise

Using the partition Py = {0,1- §,1+ &,2- %2+ §.3-&,....5- %,5},

compute §f,P,] and g[f,Pn]. Show that §f,P,] and 5[f,P,] tend to the same limit
as n tends to infinity.

2. Let f(x) be defined on [0,6] as follows:
1 if xe[l,2)
f(x) = 2 if xe[24
3 if xe[4,6]

Using the partition P, = {0,2— %,2+ %,4— %,4+ %,6— %6} compute
Sf,Pn] and gf,Pn]. Show that §f,P,] and gf, P,] tend to the same limit as n tends
to infinity.
3. State three separate conditions on f(x), each of which is sufficient to imply f(x) is
integrable on | = [0,4].
4. Letf(x) = Jx+4 onl =[0,6] and let P = {0,2,4,6} and P' = {0,1,2,3,4,5,6}.
a. a) Compute §[f,P], gf,P], §f,P'], and §f,P'].
b. Sketch the graph of f on | and show why ¢[f,P] < g[f,P'] and
gf,P'] < gf,P].
c. As the partition mesh size tends to 0, what happens to §f,P] — §f, P]?
In part c, it is not enough to just say what happens, you have to explain
why it happens.

5. Suppose f(x) € C1[0,50) and f (x) > a > O for all x > 0. Show that f(x) is not
bounded on its domain. Hint: use the{z MVT for derivatives. Use an example to
show that f may still be bounded if f (x) > 0.

6. Suppose fis integrable on | = [a,b] and let F(x) = j:f a) Is F(x) Lipschitz
continuous on 1?2 b) Is G(x) = j:osxf Lipschitz on 1?

7. Suppose f,g € C[a,b] and that jZf = ng a) prove there is a ¢ € [a,b] such that
f(c) = g(c). b) Is it the case that f(x) = g(x) for all xin [a,b]?

8. Suppose fis integrable on | = [a,b] and m < f(x) < M for x € |I.
a. make a sketch to showwhy m(b-a) < IZf <M(b-a)



10.

11.

12.
13.

14.

15.

16.

b. prove that the estimate from part a) holds.
c. Explain why, if f is continuous on [a,b] then there exists a cin | such that

__1 (°
f(C) N b-a J‘af
but if f is only integrable, the result may not hold.
Suppose f is continuous but not constant on [a,b]. Show that jZfz > 0.
For f integrable on [a,b] let F(x) = fzxf

a. Show that F is uniformly continuous on [a,b].
b. Show that at each x in [a,b] where f is continuous, IhirQDhF(x) exists.

c. Find F'(x).
. 3+h .
Calculate lrLrQ% js sin(t? + 1)dt
Let G(X) = fiosx e?dt. Find G'(x) at all x where the derivative exists.
Find a function f € C[1,0) such that f(x) = 0 and [f(x)]? = 2.[)1(f for x € [1,0).

Under what conditions on f and F is it true that jZf = F(b) — F(a)? Give examples

where version 3 of the fundamental theorem applies and where it does not apply.

Under what conditions on f is it true that % j:f = f(x) ? Give an example of an f

where the result holds and another example where it does not hold.
Determine the convergence or divergence of the following improper integrals:

a. jilnxdx
b. jixlnxdx

* |nx
C. Iz = dx

d '[2 x(Inlx)2

e. ﬁlﬁdx
f, jzln(lnx)dx
o |, In(Ilnx)dX
h. [ exdx
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